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Foreword

The development of allied forces has always been a difficult and complex process.
However the need for force development to respond to asymmetric and unpredictable
threats, the demands of coalition operations, the perceived need for information
supremacy, combined with evolving transformational technologies and concepts, have
caused this task to become even more difficult over the past few years.
Experimentation offers a unique means to support the development and transformation
of allied forces by advancing our knowledge of the complex networked systems and
capabilities likely to be fielded in the near future.

“Anything we use today arrives through a process of organized experimentation; over
time, improved tools, new processes, and alternative technologies all have arisen
because they have been worked out in various structured ways” [Thomke 2003: p. 1].

The growing importance of experimentation motivated TTCP’s Joint Systems and
Analysis Group (JSA) to establish Action Group 12 on Methods and Approaches for
Warfighting Experimentation in 2002. The work of AG-12 over the past three years
has culminated in this guide for defense experimentation. It is based on 14 Principles
to ensure that allied defense experimentation programs are genuinely able to support
the evolution of the force capabilities of the future. For the benefit of readers a set of
real-world Case Studies is provided to illustrate the 14 Principles in practice. They also
provide further material for devising a way ahead for accelerating the acquisition of
knowledge to maintain a leading advantage in military capabilities.

Although this guide has been written mainly for the practitioners and designers of
defense experimentation, we hope that it will stimulate better communication among
military officers, government officials and the defense scientific communities of the
allied nations on all matters associated with defense experimentation. Additionally, the
experimentation Principles described in this guide apply to other large enterprises and
multiple agency operations, for example in homeland security.

This document is complementary to existing references in the domain of
experimentation [ABCA 2004; Alberts and Hayes 2002, 2005; Dagnelie 2003; Radder
2003; Shadish, Cook and Campbell 2002] and systems assessment [NATO 2002]. It is
the result of collaborative activities conducted under the TTCP umbrella that included:
several workshops with members of JSA, Human Resources and Performance (HUM),
and Maritime Systems (MAR) Technical Panels and Action Groups; interactions with the
American, British, Canadian, and Australian (ABCA) Armies program; collaboration with
the NATO Research and Technology Organisation (RTO), including an international
experimentation symposium organized by the Australian Defence Science and
Technology Organisation (DSTO); and the direct and indirect contributions by experts of
the participating countries.

Paul Labbé
Chair, TTCP JSA AG-12
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Audience

Who should Read GUIDEXx?

Those who ask force capability questions and act on the answers.

GUIDEX increases the decisionmaker’s confidence by promoting methods for adequate
coverage of the defense problem space while providing a traceable, logical and valid
path to recommendations. GUIDEx rigorously applies the scientific method for
experimentation. GUIDEx shows how experimentation can deliver timely answers with a
measured level of confidence, thereby contributing to sound risk management of
programs and their components. It thoroughly supports defense problem solving from
concepts through capability development to operations.

Those who decide how the force capability question is to be addressed
and what methods are to be used.

There are three categories of issues that concern this type of decisionmaker:

1. Fitness for purpose of the method(s) chosen. This is fundamental. The method selected
must be demonstrably and transparently capable of answering the question and capable of
supporting the decision process for selecting options. The method must be able to stand up to
scrutiny and peer review. The decisionmaker will also wish to be seen running as rigorous and
effective a program as possible.

2. Programmatics. Practical programmatic issues, such as cost, timescale and internal resources,
will always impose constraints. They require an optimal use of limited internal resources,
including expert personnel, specialists’ facilities, and the availability of military players and
subject matter experts (SMESs).

3. Wider program synergies. The military problem in question will not be submitted to the
analytical community as their sole problem in isolation. Other questions may already be
dominating particular exercises or guiding programs of wargames and simulations.

Decisionmakers will typically be faced with selecting the best experimentation option to
address the question and selecting the particular methods to be applied. GUIDEX
provides information on whether a campaign of coordinated experimental and analytical
activities is required, or if a single experiment will suffice. GUIDEX’s four requirements
for a good experiment and 21 threats to good warfighting experiments provide the
framework required to support decisions and they can also provide the means for
evaluating options and methods in terms of fitness for purpose. This should be the
overarching consideration in deciding upon a program of experimentation and other
methods. The decisionmaker will also be concerned with programmatics, which can
result in a showstopper and lead to a re-evaluation of how the question is to be
addressed but this is not the central focus of GUIDEX.
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Audience

Those who design, execute, and interpret defense (warfighting)
experiments.

Too often, what is learned most in defense experiments is how to do the next
experiment better. The intent of this guide is to help design experiments right the first
time by avoiding common pitfalls. The primary concern that arises when someone is
assigned to develop and execute an experiment is how to design an experiment that is
both valid and cost effective.

This guide provides insights into the best way to design experiments that have
sufficient validity to address the hypothesis in terms of capability effectiveness. It
provides a framework for organizing and focusing all of the experiment good practices
to achieve a valid experiment. It also provides a way to examine tradeoffs when
designing experiments since it is never possible to apply all of the good experiment
techniques in a single experiment, e.g., what is the ideal composition of the groups of
subjects for the experiment. This guide focuses on the ultimate goal of an experiment
such that when the experiment is complete the results will be pertinent to the capability
under investigation, and that any positive results are clearly due to that capability. It
also shows the best ways to ensure the experiment produces a measurable result and
that the results will be applicable to the operational military environment. This guide
also treats many of the modeling and simulation (M&S) and other resources available to
expand the experimenter’s area of application.

Furthermore GUIDEx provides practical guidance on a broad range of experiment
implementation issues pertaining to human variability, ethics, international and political
concerns and communication with stakeholders. Many examples and eight substantive
Case Studies are provided to illuminate the points made in GUIDEX.

Those engaged in Operational Test & Evaluation (OT&E).

While GUIDEXx focuses on experimentation, there is a wide applicability of the principles
and techniques to those involved in OT&E. Those in this community are also concerned
with planning and executing cost-effective and valid tests throughout the acquisition
process. GUIDEXx gives practical insights into how to design operational assessments
and field tests, which integrate experimentation, modeling and simulation.
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Executive Summary

Executive Summary

This document provides critical guidance to support successful defense
experimentation. It has been produced by defense experimentation expert
representatives from the defense science and technology (S&T) organizations in
Australia, Canada, the United Kingdom and the United States under the auspices of The
Technical Cooperation Program (TTCP), Joint Systems Analysis (JSA) Group, Action
Group (AG) 12 on Methods and Approaches for Warfighting Experiments. JSA-AG-12
worked from March 2002 until July 2005. It produced this 77CP Guide for
Understanding and Implementing Defense Experimentation (GUIDEx), which describes
14 Principles leading to valid (good) experimentation that are amplified through 8 Case
Studies drawn from the participating nations and coalitions. It has been prepared in
three parts; Part | provides an introduction and overview to the 14 Principles, Part Il
contains the full explanation of the Principles, and Part 111 presents the Case Studies.

The reader is encouraged to apply and adapt the 14 Principles laid out in this Guide.
However, many examples within the guide are based on the specific perspective and
experience of different lead-nation authors with contributions from other
participants. Therefore they may require supplementary effort to relate them to
national perspectives.

The main thesis of GUIDEX is that, while it is true that defense experiments are not like
highly abstracted and inanimate laboratory experiments, the logic of science and
experimentation can be applied to defense experiments to produce credible tests of
causal claims for developing effective defense capabilities. The collaboration in this
forum has produced a detailed and practical guide for the conduct of experiments in the
TTCP countries. While the context and examples are relevant to these countries, the
Principles can be applied by any organization engaged in defense experimentation. The
14 Principles are organized into three themes:

1. Designing Valid Experiments,
2. Integrated Analysis and Experimentation Campaigns, and

3. Considerations for Successful Experiments.

The 14 Principles for designing valid experiments provide a solid foundation for using
the scientific method to establish cause-and-effect relationships for hypothesized military

capabilities.
1. The thesis of Principle 1, defense experiments are uniquely suited to investigate the cause-and-
effect relationships underlying capability development, is that a capability change (cause) should

result in a difference in military effectiveness (effect). When change is observed under controlled
conditions, a conclusion about cause-and-effect is possible.

2. Principle 2, designing effective experiments requires an understanding of the logic of
experimentation, develops the logic of defense experiments by describing the elements of the
experiment hypothesis; the resolution of the conditional proposition in the hypothesis statement;
the requirements for a valid experiment; and the threats to drawing valid causal inferences from
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Executive Summary

the experiment. This provides a framework for understanding the options and making the
tradeoffs in designing a valid experiment. The four requirements for a valid experiment are
the ability to 1- use the new capability, 2- detect a change in effect, 3- isolate the
reason for the change, and 4- relate the results to actual operations.

Principle 3, defense experiments should be designed to meet the four validity requirements,
discusses GUIDEx recommended experiment techniques to counter the threats to these
requirements. All defense experiments should be designed to meet these four requirements.
However, attempts to satisfy one of the requirements often work against satisfying the others.

A campaign of experiments including analytical activities will generally be required.
Integrated analysis and experimentation campaigns are described by the four Principles
in the second theme.

4.

Principle 4, defense experiments should be integrated into a coherent campaign of activities to
maximize their utility, describes the need for coherent sequences of experiments, combined with
other methods of knowledge generation, based upon metrics derived from the characteristics of
the problem. Campaigns should include a management and communication framework, as well
as an analytical program.

Principle 5, an iterative process of problem formulation, analysis and experimentation /s critical to
accumulate knowledge and validity within a campaign, argues that such a process is required in
an integrated analysis and experimentation campaign. The key aspect of the process, problem
formulation, should aim to decompose capability development problems into components that
can be addressed with specific analytical techniques and/or studies or with an integrated analysis
and experimentation campaign. The analysis accumulates validity through the course of the
campaign and can provide information to decisionmakers at any stage of the process.

Principle 6, campaigns should be designed to integrate all three scientific methods of knowledge
generation (studies, observations and experiments), advocates the integration of all three
scientific methods of knowledge generation in campaigns; rational-deductive, in the form of
studies; empirical-inductive, in the form of careful observation of real-world events; and
experiments (empirical-deductive), manipulation of events to isolate cause-and-effect. GUIDEXx
focuses on experiments and their role within capability development.

Principle 7, multiple methods are necessary within a campaign in order to accumulate validity
across the four requirements, shows how understanding the four validity requirements, in
Principle 3, is essential for appreciating the strengths and weaknesses of the primary methods
used for defense experiments and ensuring appropriate application. The Principle describes four
methods for conducting experiments; analytic wargames, constructive simulations, human-in-the-
loop simulations, and live simulations (or field experiments). The best strategy is to construct
integrated analysis and experimentation campaigns using multiple methods. This Principle also
describes how the model-exercise-model (M-E-M) paradigm which exploits different methods is
used to increase rigor when resource constraints prohibit conducting side-by-side baseline and
alternative comparisons during wargames and field experiments.

The remaining 7 Principles, considerations for successful experiments, provide expert
advice to support the practical implementation of defense experiments. These address
issues such as human variability in experiment design, modeling and simulation (M&S)
methods in experiments, the implementation of good experiment control, ethics, and
advice on communications with stakeholders.

8.

Principle 8, Auman variability in defense experimentation requires additional experiment design
considerations, provides an insight into the effects of human variability on defense experiment
observations. An understanding of these impacts is a fundamental skill required by all
experimenters.
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Executive Summary

Principle 9, defense experiments conducted during collective training and operational test and
evaluation require additional experiment design considerations, argues that experimenting during
training exercises and operational test and evaluation (OT&E) events can provide cost-effective
opportunities since considerable infrastructure is typically provided. Most nations generally do not
have units and formations available to dedicate to experimentation; therefore exploiting routine
training exercises and other collective events should be given serious consideration.

Principle 10, appropriate exploitation of modeling and simulation (M&S) is critical to successful
experimentation, discusses how virtual simulations and analytic wargames offer an immersive,
safe environment in which to analyze operational activities and conduct experiments. It is
estimated that as much as 80% of defense experiments employ M&S in some fashion. However,
the all-pervasiveness of simulation is not without practical problems of costs, required validity,
level of effort and scarcity of expert personnel. Consequently the appropriate use of M&S is vitally
important for successful experimentation.

Principle 11, an effective experimentation control regime Is essential to successful
experimentation, asserts that defining experiment controls is primarily a scientific activity to be
undertaken during the design phase, while implementing those controls is a complex
management activity which needs to be undertaken during the planning and execution phases.
This Principle argues that control must be applied from start to finish, from concept development
through analysis and reporting.

Principle 12, a successful experiment depends upon a comprehensive data analysis and collection
plan, emphasizes the importance of adequate data analysis and collection planning. This directly
affects the knowledge that can be gained from an experiment or campaign. For a causal
hypothesis, controls are necessary to rule out plausible rival explanations, and these need to be
considered in the data analysis and collection plan.

Principle 13 asserts that defense experiment design must consider relevant ethical,
environmental, political, multinational, and security issues. Ethical issues as well as health and
safety issues are especially important for any experiment involving human subjects and human
data collectors.

Principle 14, frequent communication with stakeholders is critical to successful experimentation,
completes GUIDEx with the advice that every integrated analysis and experimentation campaign
should have a champion; otherwise it may fail to have any real impact on operational systems or
future capabilities. This Principle highlights the issues associated with communication plans.

GUIDEx Case Studies provide a variety of exemplary experiments and a description in
each of the relationships to the 14 Principles. They demonstrate the feasibility of
conducting informative experiments on the effectiveness of defense capabilities. They
also show how the validity requirements, the threats to good experiments, and the
simulation methods have been applied. The inter-relationships between the Case
Studies and the simulation methods are provided in Table 5 page 234. These
substantive Case Studies are summarized here to help the reader appreciate the depth
and breadth of this section of GUIDEX.

1.

Case Study 1: 7esting Causal Hypotheses on Effective Warfighting. This Case Study documents a
series of experiments on a Common Operational Picture (COP) prototype technology using a
Persian Gulf combat scenario. They clearly demonstrate that a team’s use of the COP resulted in
greater shared situation awareness and combat effectiveness. These experiments were
consistent with Principles 1, 2 and 3 and it was found that the causal hypothesis was strongly
supported by the experimental evidence. That there was a three-year hiatus between the
completion of the experiments and the onset of official technology adoption and engineering,
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Executive Summary

indicates the project could have benefited from earlier and more effective communication with
the decisionmaker, Principle 14.

Case Study 2: UK Battlegroup Level UAV Effectiveness. This experiment supported a major UK
unmanned air vehicle (UAV) acquisition program in demonstrating the huge information
gathering potential of UAVs at the tactical level, compared to existing intelligence, surveillance,
target acquisition and reconnaissance (ISTAR) assets. The Case Study illustrated how one can
both make the most out of scarce resources and maintain internal validity by piggybacking
experimentation activities onto collective training exercises, using properly tailored design
(Principle 9). This Case Study also showed how simple M&S can be used in conjunction with live
action to achieve some of the benefits of both experiments using human-in-the-loop simulation
and field experiments.

Case Study 3: UK NITEworks ISTAR Experiment. This experiment investigated both technological
and procedural means of improving information requirements management (IRM). It showed
conclusively that a collaborative working environment with appropriate working practices would
have a major beneficial effect on IRM effectiveness. Principles 2 and 3 were demonstrated well in
the design of this experiment, but it was shown that the addition of the M-E-M paradigm
(Principle 7) would have been beneficial. It was concluded that a possible avenue to further
increase external validity would be to conduct a follow-on experiment in a different venue
(Principle 7) such as in a field exercise large enough for collaboration in a larger headquarters
setup.

Case Study 4: Pacific Littoral ISR UAV Experiment (PLIX). This Canadian Case Study provides
insights difficult to capture without experimentation; the strong hypothesis of identifying and
tracking all targets proved not to be attainable even though sensor coverage was nominally
complete, pointing to integration requirements for an effective ISR architecture. This experiment
is a good example of the importance of Principles 4 and 5 in that it benefited from being part of a
campaign of progressively more complex experiments. The experiment could have been
improved, however, by more attention to meeting the four validity requirements, Principle 3. This
case shows that exclusive reliance on live experiments may have limited return on investment
since other requirements could have been identified in a controlled environment, Principle 7.

Case Study 5: An integrated analysis and experimentation campaign: Army 21 / Restructuring the
Army 1995-99. This Australian campaign demonstrated the importance of detailed problem
definition and an iterative approach based on wargaming, field trials and analytical studies. The
warfighting concept under test was found to fail under realistic environmental constraints.
However the results led to an alternative concept which is the basis for current Australian Army
force development. This Case Study showed the advantage of early communication with the
customers to develop a commonly agreed and understood definition of the problem, Principle 14.

Case Study 6: The Peregrine Series: a campaign approach to Doctrine and TTP development.
This on-going campaign of experiments and studies is contributing directly to the development of
the doctrine for employment of the Australian Army’s new Armed Reconnaissance Helicopters
and demonstrates how experimentation can be used to inform capability development questions
at unit level and below. This Case Study illustrates the advantages of a campaign, Principles 4 to
6, and demonstrates how a less controlled, exploratory experiment can be used with a number of
more focused events to build validity, Principle 7.

Case Study 7: Multinational Experiment Three (MNE 3). Despite the complexity of the MNE 3
effects-based planning (EBP) experiment, the event demonstrated the potential for EBP to make
a coalition task force a more effective instrument of power and also showed the benefits for
collaboration in a coalition. This experiment had strong external validity (Principle 3) through its
use of an operational scenario, database, and military personnel from various nations. It also
demonstrated how emphasis on external validity makes it difficult to achieve internal validity and
that in designing an experiment one needs to find balance among the four validity requirements.
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Executive Summary

8. Case Study 8: /mproved Instruments Increase Program Values. This multinational Case Study
describes an integrated analysis and experimentation campaign within an AUSCANNZUKUS®
Program that investigated the management of organic and non-organic information in a maritime
environment. This example demonstrates Principle 6 by not relying exclusively on one scientific
method of knowledge generation, but by exploiting all of them (experiments, studies and
observations). Its success is also due to an iterative process to reach agreements between
analysts and stakeholders (Principle 5), special considerations in exploiting collective training
(Principle 9), exploitation of M&S (Principle 10), extensive data analysis and collection plans
(Principle 12), and reporting to stakeholders (Principle 14). In addition, a critical activity initiated
by Canada allowed detecting effects in operations of some of the interventions. Observations of
these effects were not possible otherwise.

The Case Studies exemplify many key points in GUIDEX. They provide material to guide
organizations that plan to use experimentation to accelerate the acquisition of
knowledge to support capability development programs. Such organizations should
consider expanding the core competencies in experimentation and contributing to the
advance of methods and approaches for defense experimentation.

As previously stated, GUIDEX has been written in three parts; Part | is an overview and
introduction to the 14 Principles, Part 1l presents the 14 Principles in detail, and Part 111
presents the Case Studies. Part I, with the addition of the mapping of the 21 threats to
good defense experiments, has been designed to double as a standalone GUIDEX
pocketbook on defense experimentation and will be known as the Slim-Ex. This is
intended to be a guide for clients, people who ask the questions that lead to
experiments and campaigns and for whom reports are prepared. It is also for those
who decide how the question will be addressed and approve the methods that will be
applied. Parts Il and Ill, the main body of GUIDEX, is for the people who design,
execute, analyze and report on experiments. These experimenters are the backbone of
the community and should benefit from the full detail of the 14 Principles.

! Counterpart of the TTCP information exchange agreement for operational and in-development systems,
related standards and problems. Member countries: Australia, Canada, New Zealand, United Kingdom and
United States.
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Introduction

Introduction

“The grand aim of all science is to cover the greatest number of empirical facts by
logical deduction from the smallest number of hypotheses or axioms.”
Albert Einstein, see the bibliographic entry under [Einstein 1950].

The Technical Cooperation Program (TTCP) Joint Systems Analysis (JSA) Group of the
Non-Atomic Military Research and Development (NAMRAD) created an Action Group
(AG) to improve the value which participating nations gain from defense
experimentation programs and campaigns. Since the March 2002 inaugural meeting of
TTCP JSA AG-12, Methods and Approaches for Warfighting Experimentation, the effort
of the AG resulted in the present consolidated guidance supported by national and
international Case Studies.

This TTCP JSA AG-12’'s report, “Guide for Understanding and Implementing
Defense Experimentatiori’ (GUIDEX), defines the critical components required to
initiate, conduct and exploit experimentation programs and campaigns that enable a
higher level of information and knowledge sharing among participating countries.
GUIDEx establishes a TTCP practitioner road map in conducting defense
experimentation programs and campaigns.

The experimentation practices and examples presented in GUIDEx result from the
deliberation of the AG-12 participants, who have all had experience in their own
countries’ defense experimentation efforts. The reader is encouraged to apply and
adapt the 14 Principles laid out in this Guide to improve experimentation across the
TTCP nations, although they do not express national positions. Many examples within
the guide are based on the specific perspective and experience of different lead-nation
authors with contributions from other participants: they may require supplementary
effort to relate them to national perspectives. It is anticipated that as GUIDEX is used,
practitioners will develop additional good practices and examples, and this will stimulate
an update to GUIDEX in the future®.

Scope

GUIDEX is about the use of the experimental method in the defense domain. A number
of terms are used by the TTCP nations to describe such activities, including “warfighting
experimentation,” “defense experimentation” and “military experimentation.” GUIDEX
has settled on a single term, “defense experimentation” in order to present its ideas
in a consistent manner. Consequently, “defense experimentation” is defined here as
“the application of the experimental method to the solution of complex defense
capability development problems, potentially across the full spectrum of conflict types,
such as warfighting, peace-enforcement, humanitarian relief and peace-keeping.” Most

* From a practical viewpoint, a five-year cycle provides the stability required for this guidance to be
effective and should be supported by discussions posted on the TTCP Portal.
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of the examples available to this guide, however, have been based on warfighting
scenarios, simply because of the legacy of the primary focus of defense
experimentation to date. In addition, the major focus of GUIDEX is experiments based
upon field events and human-in-the-loop simulations, but the Principles of GUIDEXx are
also applicable to experiments based on analytic wargames and constructive
simulations.

The thesis of GUIDEX is that, while it is true that defense experiments are
not like highly abstracted and inanimate laboratory experiments, the logic of
science and experimentation can be allied to defense experiments to produce
credible tests of causal claims for developing effective defense capabilities.

To better achieve these broad objectives in developing effective defense capabilities,
GUIDEx presents the idea of [Integrated Analysis and Experimentation
Campaigns, in which experiments are combined with other analytical techniques; both
to tackle larger problems that would not be possible with single experiments, and to
exploit the strengths of different techniques. Because the focus of this document is on
the critical components required to initiate, conduct and exploit defense
experimentation programs and campaigns, references are provided for readers who
need detailed information on case studies (e.g., see GUIDEx Case Studies),
experimental techniques [ABCA 2004; Alker 1971; Campbell and Stanley 1963; Cook
and Campbell 1979; Dagnelie 2003; Rosenbaum 2002], statistical analysis of
experimental data [McClave and Dietrich 11 1991; Shorack and Wellner 1986; Snedecor
and Cochran 1989], and methods for tracing causality in complex situations [Pearl
2001; Shadish et al. 2002]

Outline of Report

This report has three Parts besides the front matters and annexes. Part I—introduces
readers to the GUIDEX 14 Principles used to structure the rich material of the science of
defense experimentation and has been published to be used as a stand alone document
(pocketbook). Furthermore, this Part provides an experimentation-planning flowchart
that shows what needs to be done in one page. Part Il—presents the science of the 14
Principles in full with a précis at the beginning of each. Part Ill—provides selected Case
Studies to illustrate the value to organizations of using these Principles. Annexed
material includes; 1- a list of acronyms, initialisms and abbreviations, 2- a lexicon to
develop a common language for defense experimentation, 3- bibliographic references,
and 4- a subject index.

GUIDEx provides the reader with a perspective of the role and importance of
experimentation in a defense capability development process, and this introduction
provides the required snapshot of the material covered for the reader to better select
the particular material needed at a time.
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The core of this document is organized along the following 14 Principles for effective
experimentation. They are grouped under three dominant topics or themes in the
overview as it follows:

Designing Valid Experiments

1. Defense experiments are uniquely suited to investigate the cause-and-effect relationships
underlying capability development.

2. Designing effective experiments requires an understanding of the logic of experimentation.

3. Defense experiments should be designed to meet the four validity requirements.

Integrated Analysis and Experimentation Campaigns
4. Defense experiments should be integrated into a coherent campaign of activities to maximize
their utility.
5. An iterative process of problem formulation, analysis and experimentation is critical to
accumulate knowledge and validity within a campaign.

6. Campaigns should be designed to integrate all three scientific methods of knowledge generation
(studies, observations and experiments).

7. Multiple methods are necessary within a campaign in order to accumulate validity across the four
requirements.

Considerations for Successful Experimentation

8. Human variability in defense experimentation requires additional experiment design
considerations.

9. Defense experiments conducted during collective training and operational test and evaluation
require additional experiment design considerations.

10. Appropriate exploitation of modeling and simulation is critical to successful experimentation.
11. An effective experimentation control regime is essential to successful experimentation.
12. A successful experiment depends upon a comprehensive data analysis and collection plan.

13. Defense experiment design must consider relevant ethical, environmental, political, multinational,
and security issues.

14. Frequent communication with stakeholders is critical to successful experimentation.

Increasingly, nations such as the United States, Great Britain, Canada, Australia, New
Zealand and indeed NATO itself are relying on experimentation to assist in the
development of their future military forces. For example, the United States Department
of Defense stresses the importance of experimentation as the process that will
determine how best to optimize the effectiveness of its joint force to achieve its vision
of the future [US Joint Staff 2000]. Is this confidence in the ability of experimentation
to support the military transformation process appropriate? Certainly, experimentation
has proven itself in the science and technology by producing dramatic advances. Can
the methods of experimentation, which have so expeditiously and radically developed
science and technology, be applied to the military transformation process to achieve
similar advances in military effectiveness?
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The thesis of this guide is that robust experimentation methods from the sciences can
be adapted and applied to military experimentation and will provide the basis for
advancements in military effectiveness in the transformation process. The authors have
structured the relevant experimentation material under 14 Principles, which ensure that
defense experimentation programs positively impact coalition organizations’ ability to
evolve force capabilities of the future. Also, they have provided an experimentation-
planning flowchart that in one page shows what needs to be done, together with a set
of Case Studies that demonstrate the value of the principles in practice.

GUIDEX is not meant to duplicate information already available in other documents and
textbooks on experimentation such as those referenced here, [ABCA 2004; Alberts and
Hayes 2002, 2005; Dagnelie 2003; Radder 2003; Shadish et a/. 2002] or on command
and control (C2) assessment [NATO 2002], but organizes and expands this detailed
information under 14 Principles to guide successful defense experimentation.
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Overview

Experiments and Science

In about 400 B.C., philosophers Socrates and Plato investigated the meaning of
knowledge and methods to obtain it using a rational-deductive process, or pure logic
(logic), without reference to the real world. Aristotle was a transitional figure who
advocated observation and classification, bridging to later scientists like Ptolemy and
Copernicus who developed empirical-inductive methods that focused on precise
observations and explanation of the stars. These early scientists were not experimenters. It
is only when later scientists began to investigate earthly objects rather than the
heavens, that they uncovered a new paradigm for increasing knowledge.

In the early 1600s, Francis Bacon introduced the term experiment and Galileo moved
from astronomical observations to conducting earthly experiments by rolling balls down
an inclined plane to describe bodies in motion. The realization that manipulating objects
would yield knowledge spawned a new research paradigm, one unimagined in the
previous 2000 years of exploring the out-of-reach heavens. The basis of this new
science paradigm called experimentation (the empirical-deductive approach) was a
simple question [Feynman 1999]: “If | do this, what will happen?” The key to
understanding experimentation, and the characteristic that separates experimentation
from all other research methods, is manipulating something to see what happens. The
scientific aspect of experimentation is the manipulation of objects under controlled
conditions while taking precise measurements. In its simplest form [Shadish et a/. 2002:
p. 507], an experiment can be defined as a process “fo explore the effects of
manipulating a variable.”

Designing Valid Experiments

Principle 1. Defense experiments are uniquely suited to investigate the cause-and-effect relationships
underlying capability development.

Principle 2. Designing effective experiments requires an understanding of the logic of experimentation.

Principle 3. Defense experiments should be designed to meet the four validity requirements.

Improved capabilities cause improved future warfighting effectiveness. Experimentation
is the unique scientific method used to establish the cause-and-effect relationship of
hypothesized capabilities. If experimenters design the five experiment components to meet
the four experiment validity requirements, defined later, the defense experiment will
provide the scientific evidence to proceed. Defense experiments are essential to develop
empirical- and concept-based capabilities that yield implementable prototypes. The use
of a “develop—experiment—refine” approach ensures that a rigorous methodology
relates new capabilities to warfighting effectiveness. The development and delivery of
defense concepts and capabilities is thus supported through experimentation.
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Experiment Hypotheses

To understand cause-and-effect relationships between capabilities and increased
warfighting effectiveness is to understand experiment hypotheses. Any national or
coalition capability problem may be stated as: Does A cause B? An experimental
capability or concept—a new way of doing business—is examined in experimentation to
determine if the proposed capability A causes the anticipated military effect B. The
experiment hypothesis states the causal relationship between the proposed solution and
the problem.

It is an “/f..then...” statement,

with the proposed cause— Hypothesis
innovative  concept—identified If... “proposed change”
by the /f clause, and the Then... “improved warfighting capability”

possible outcome—the problem
resolution—identified by the
then clause.

Components of an Experiment

All experiments—Ilarge or small, field or laboratory, military or academic, applied or
pure—consist of five components® [Shadish ef a/. 2002: p. 2]:

1. The treatment, thg_possible cause A, is a Five Components
capgblllty or conqhﬂon that may influence of any Experiment
warfighting effectiveness.
| (4) TRIAL
2. The effect B of the treatment is the result
pf the trial, a potential increase or de_cregse TREATMENT A EFFECT B 5
in some measure of warfighting
i Possible Cause A Possible Effect B
effectiveness. Independent Variable Dependent Variable
3. The experimental unit®  executes the S 1 'E"Xfm&gl‘;’f Performance (MOP)
possible cause and produces an effect. - new C2 process - targets detected or not
- new JTF organization - time from sensor to shooter
4. The trial is one observation of the - percent objectives met

experimental unit under treatment A or
under the alternative —A to see if effect B EXPERIMENTAL UNIT

occurred, and includes all of the contextual Smallest Unit Assigned AlRLTE S
conditions of the experiment. e Document CHANGE in B

- sensor operator Examples

5. The analysis phase of the experiment - senor menagement cal (* - Outcome B compared to:
compares the results of one trial to those - Joint Task Force “different treatments

«different conditions
of another.

These five components are useful in understanding all defense experiments including
large field experiments. Some field experiments are grand exercises with multiple

® For application of these concepts to test and evaluation, see [Kass 1997].

® An experimental unit includes all operators with their gear, procedures, and concept of operations. In
experimentation, the apparatus includes the experimental unit and necessary conditions for effecting
changes and observing effects.

TTCP GUIDEX 15-Feb-06 8



Overview

experimental initiatives (possible causes), sometimes as many as 20 to 30 different
initiatives in one experiment. To be useful, each individual experimental initiative should
be configurable as a unique mini-experiment with its own subset of the five
components. Each initiative is a particular treatment with its own experimental unit
(operators in one area of the task force), its own set of outcome measures, and its own
set of trial conditions. However, in practice it is very difficult to maintain independence
among these many experiments within the large exercise, which makes it difficult to
isolate specific causal influences.

What Is a Good Experiment?

A good, or valid, experiment provides information to ascertain whether A caused B
[Shadish et al. 2002: p. 3]. Four logically sequenced requirements are necessary to
achieve a valid experiment.” A simple experiment example will illustrate these four
requirements. A proposed concept postulates that new sensor capabilities are required to
detect future targets. An experiment to examine this proposition might employ current
sensors on the first day of a two-day experiment and a new sensor capability on the
second day. The primary measure of effectiveness is the number of targets detected. The
experiment hypothesis could be: “If new sensors are employed, then target detections
will increase.”

1 Ability to use the new capability A

Developing and generating the new experimental capability for the experiment is often
a major resource commitment. In an ideal experiment, operators employ the
experimental capability, in this case the new sensors, to its optimal potential; thereby
allowing the new capability to succeed or not succeed on its own merits. Unfortunately,
this ideal is rarely achieved. A lesson repeatedly learned from defense experiments is
that new experimental capabilities are frequently not fully realized in the experiment.

A number of things can go wrong with an experimental surrogate. For example, the
hardware or software does not work as advertised or anticipated. The experiment players
may be undertrained and not fully familiar with its functionality. Because the experimental
treatment represents a new capability, the trial scenario and potential outcomes may not
be sensitive to the new capability’s enhanced performance.

A valid experiment design ensures that the new capability works under relevant
conditions prior to execution, that the operators are adequately trained to employ it
appropriately, and that the scenario is sufficiently sensitive to determine the capability’s
effectiveness. Experimenters continually monitor these aspects during experiment
execution. If the experimental sensors A do not function during the experiment, the
new capability will most likely not affect the military unit’s ability to detect targets B,
which is the next experiment validity requirement.

" Many detailed good practices developed by experiment agencies through experience (and described in
recent books such as [Alberts and Hayes 2002, 2005]) can be organized under these four requirements
and the 14 Principles.
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2 Ability to detect a change in the effect B

When the player unit correctly employs a new capability, does it result in any noticeable
difference in the effect B during the experiment trial? Ideally, a change in the number of
detections accompanies a transition from old to new sensors. If this is not the case, this
may be because there is too much experimental noise®—the ability to detect change is a
signal-to-noise ratio problem. Too much experimental error produces too much
variability, hampering detection of a change. Reduction of experiment variation, through
data collection calibration, limited stimuli presentations, and a controlled external
environment, mitigates experiment-induced error. In addition, since the computation of
variability in statistics decreases as the number of repetitions increases, a larger sample
size increases the signal-to-noise ratio making it easier to detect change.

Analysts measure change in effectiveness by comparing the results of one experiment
trial to those of another. Typically, different experiment trials represent different levels
of applications of the same capability, alternative competing capabilities, or the same
capability under different conditions. A change in military effectiveness may also be
detected by comparing the results of an experiment trial to a pre-existing baseline, a
task standard, or a desired process.

3 Ability to isolate the reason for change in the effect B

If an experimenter employed a useable capability that produced a noticeable increase in
the number of target detections, was the observed change in detections due to the
intended cause—changing from old sensors to new—or due to something else? In the
sensor-experiment example, an alternative explanation for the increase in detections on the
second day could be that of a learning effect. That is, the sensor operators may have been
more adept at finding targets because of their experience with target presentations on Day
One and, consequently, would have increased target detections on Day Two, whether or
not different sensors were employed. An increase in operator experience coincidental with
a change in sensors would dramatically alter the interpretation of the detected change in
effectiveness. An experiment outcome with alternative explanations is a confounded result.
Scientists have developed experimentation techniques to eliminate alternative
explanations of the cause of change: counterbalancing the presentation of stimuli to the
experimental unit, the use of placebos, the use of a control group, random assignment
of participants to treatment groups, and elimination or control of external influences.

4 Ability to relate the results to actual operations

If the player unit ably employed the capability, and if an experimenter detected change
and correctly isolated its cause, are the experiment results applicable to the operational
forces in actual military operations? The ability to apply, or generalize, results beyond
the experiment context pertains to experiment realism and robustness. Experiment
design issues that support operational realism revolve around the representation of
surrogate systems, the use of operational forces as the experimental unit, and the use

8 Experimental noise interferes with the observation of the desired variable at a required degree of
precision.
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of operational scenarios with a realistic reactive threat. To ensure the operational
robustness, the experiment should examine multiple levels of threat capabilities under
various operational conditions.

Experiments during Capability Development and Prototyping

Nations employ a variety of processes to support development of improved empirical-
and concept-based capabilities and are, increasingly, employing defense experimentation
to support the delivery of this improved warfighting effectiveness. These capability
development and prototyping processes are not the same across the different nations (in
some nations these processes are referred to as concept development and
experimentation, CD&E). However, in most cases they follow similar develop—
experiment—refine stages. For the purposes of GUIDEX, therefore, a generic description
of these stages is presented with the hope that the ideals embodied can be mapped onto
each nation’s own way of doing business.

Stage Aim

Discovery To clarify future warfighting problems and to seek potential solutions.

Refinement To examine and refine the extent to which proposed capabilities or concepts solve
military problems.

Assessment To ensure that solutions from refinement are robust; that they are applicable to a
wide range of potential operational requirements in an uncertain future.

Prototype To transition capability surrogates into potential operational capabilities by

Refinement developing complete prototype packages for front line commands.

Prototype To provide the final demonstrated evidence that the prototype capability can

Validation operate within theater and will improve operational effectiveness.

Experiments are required throughout a capability development and prototyping process.
They provide an empirical method to explore new capabilities, to refine concepts, and
to validate new prototypes for implementation. For example, during refinement,
experiments quantify the extent to which proposed capabilities solve military problems.
Experiments also examine capability redundancies and tradeoffs and reveal capability gaps.
Prior discovery stage activities only speculate whether proposed further capabilities would
solve identified gaps in military effectiveness, whereas experimentation during
refinement empirically substantiates and quantifies the extent proposed capabilities
increase effectiveness in specific case examples. In some instances, experimentation
may suggest prototypes for early implementation, or identify areas needing future
investigation. Experiments during assessment, on the other hand, investigate the
robustness of the solution developed during refinement for possible future military
operations. These experiments examine different future contingencies, different
multinational environments, and different threat scenarios to ensure that the refinement
stage solution is robust; that it is applicable to a wide range of potential operational
requirements in an uncertain future.
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Prototypes derived from the earlier stages are often not ready for immediate
operational use. Experiments during prototype refinement can transition concept
prototypes into potential operational capabilities by developing complete prototype
packages for front line commands. These experiments develop the detailed tactics,
techniques, procedures (TTPs), and organizational structures for the prototype as well
as developing the tasks, conditions, and standards to facilitate training. They can also
examine the latest hardware and software solutions and their interoperability with
existing fielded systems. Experiments during prototype validation provide the final
demonstrated evidence to the combatant commander that the prototype capability can
operate within theater and will improve operations. Often these experiments are
embedded within exercises or other training events and are used to validate the
predicted gains in effectiveness of the force.

Integrated Analysis and Experimentation Campaigns

Principle 4. Defense experiments should be integrated into a coherent campaign of activities to
maximize their utility.

Principle 5. An iterative process of problem formulation, analysis and experimentation is critical to
accumulate knowledge and validity within a campaign.

Principle 6. Campaigns should be designed to integrate all three scientific methods of knowledge
generation (studies, observations and experiments).

Principle 7. Multiple methods are necessary within a campaign in order to accumulate validity across the
four requirements.

Experimentation is a necessary tool in addressing large capability development
problems, but this should be embedded in an integrated campaign of experiments,
studies and analytical activities. Such Integrated Analysis and Experimentation
Campaigns would typically also have an integrated analytical and management process,
and use a variety of techniques to ensure that weaknesses in one technique can be
mitigated by others.

Campaigns use a mix of defense experiments and parallel studies to understand the
problem’s context, the associated warfighting concept and the capabilities required. The
product of the campaign is advice to decisionmakers on the utility, versatility and
maturity of the concept and the capabilities required to implement the concept.
Campaigns can address issues at all levels from joint and combined operations to
platforms and components.

An integrated campaign using a variety of techniques ensures that weaknesses in one
technique can be mitigated by others. Where results (e.g., inferences) correlate
between activities, it increases confidence and where they diverge, it provides guidance
for further investigation. It is only when all activities are brought together in a coherent
manner and the insights synthesized, that the overall problem under investigation is
advanced as a whole.
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Such campaigns can address force development issues at any level, for example:
technological (e.g., systems of systems), tactical, operational, as well as strategic.
Instances of activities at each of these levels in Australia, for example, are as follows:

at the technological level: helicopter operations within a combined arms team,
surface and sub-surface platforms for maritime operations, and the JSF within the
air control system;

at the tactical level: amphibious and airmobile task groups;

at the operational level: the capability balance required to achieve the Future
Warfighting Concept; and finally,

at the strategic level: the Effects Based Operations concept is being developed in
conjunction with many government agencies.

Why use a Campaign

An integrated analysis and experimentation campaign will be required for a variety of
reasons. There may be resource or political reasons why a campaign is preferred to a
single activity, or more likely it will be necessary because without a coordinated
campaign, the problem or issue under investigation simply cannot be satisfactorily
resolved. A campaign allows the problem to be approached in a coordinated,
manageable manner with a variety of analytical techniques and allows a degree of
iteration and synthesis between activities that help ensure that the overall problem is
sufficiently addressed. The problem may initially be ill-defined and a campaign of
activities will allow assessment and adjustment as the problem is refined. Some of the
analytical reasons for using a campaign approach are described in the following sub-
sections.

* Problem Characteristics. Military capability development problems are
generally complex and coercive. The socio-technical nature of the system and
the interaction between the components and the environment characterize the
system as complex. The importance of an opposing force, itself a socio-technical
system, means the system is coercive. Many problems that might be explored
through defense experimentation are simply too complex to be dealt with in a
single activity.

* Increased Confidence. An integrated campaign of experiments and other
activities allows a gradual build-up of the knowledge surrounding the problem or
issue under investigation, leading to a more refined and robust concept. This
increases confidence that the findings are valid and creates a systematic body of
knowledge to inform and investigate capability development.

* Synthesis of Military and Analytical Skills. A campaign, by integrating
different techniques, provides improved opportunity for analytical and military
skills to be applied to the problem.
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* Problem Formulation. When the strategic environment is uncertain and
unprecedented, and the impact of technology unknown, the experience base is
usually too narrow to conduct the problem formulation confidently. Within the
campaign we must therefore build a synthetic experience base and the
process of scientific inquiry is used to increase our confidence in the problem
formulation.

Iterating Methods and Experiments

The initial stage of any campaign is problem formulation. Effective problem formulation
is fundamental to the success of all analyses, but particularly at the campaign level
because the problems are normally ill-defined, complex and adversarial, involving many
dimensions and a rich context. Problem formulation involves decomposition of the
military and analytical aspects of the problem into appropriate dimensions.
Decomposition cannot normally be achieved without detailed analysis using a matrix of
tools such as seminars and defense experiments supported by analytical studies and
operational experience. Detailed analysis also assists in the reconstruction of the
problem segments and interpretation of results.

In dealing with fuzzy or uncertain interactions, the problem formulation process needs
to explore and understand the significance of each interaction before making (or
seeking from customers) assumptions about it. This involves keeping an open mind,
during the early stages of problem formulation, about where the boundaries lie and
their dimensional nature. This is difficult because it makes the process of modeling the
problem more complicated. A call for hard specification too early in that process must
be avoided. In the end, of course, the problem must be formulated in order to solve it,
but formulation should be an output from the first full iteration, not an early input to it.

As shown in the following illustration, the problem is being formulated and refined
throughout the entire campaign in an iterative cycle that never really completes until
the campaign itself completes. The process of problem formulation and analysis is
undergoing constant review to reshape the direction of the campaign and to ensure
that the real issue or concept is being addressed.
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Coherent Management and Communication Framework

Problem : Analysis Problem Analysis II[
formulation formulatio

1 1r  1r  ir 1r 1r

Full range of underpinning techniques, e.g.:
Seminar wargaming; analytic wargaming; constructive simulations;
HITL virtual experiments; field experiments; analysis of real operations

Wargames, and in particular seminar wargames, have an important role in problem
formulation. In wargaming it is possible to balance the physical and psychological
aspects of the problem by using warfighters as the players while adjudicating their
actions using models or rulesets. Most importantly, wargaming introduces an adversary
early in the problem formulation process, providing a stressful environment in which to
explore the concept and develop the hypotheses for subsequent analysis. Although
human-in-the-loop simulations and live simulations also introduce a human adversary,
they are frequently too expensive and unwieldy for the problem formulation phase.

Integration of Scientific Methods

The aim of a campaign is to integrate a range of methods: experiments (observations
with manipulation—empirical-deductive); observational studies (observations without
manipulation—empirical-inductive) and analytical studies (rational-deductive) into a
coherent package that addresses a complex capability development problem. The
phases of campaign design are the same as for any evaluation, that is, problem
formulation and analysis. The complexity arises because after the completion of each
activity the problem formulation is reassessed and adjusted and subsequent activities
may be redesigned. As a result a campaign plan is a flexible instrument, with a
supporting risk-management framework and an iterative approach to constantly review
and reshape the remainder of the campaign to ensure that the overall goals are
achieved.
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In all likelihood, seminars, workshops, historical analysis, and the like, will also be
required as part of the campaign to support and help inform the experimenters who will
ultimately address the overall question. The campaign plan process must take these
other activities into account within its design phase. The ultimate aim is to synthesize
the outputs from all activities into coherent advice to the decisionmakers.

Different Methods Offer Different Strengths

All experiments must strike a balance among the four experiment validity requirements.
Attempts to satisfy one work against satisfying the other three. Consequently, 100
percent-valid experiments are unachievable. Precision and control increase the ability to
detect change and to isolate its cause, but decrease the ability to apply the results to
imprecise, real-world situations. Experiments designed to identify change emphasize
strict control of trial conditions and feature multiple repetitions of similar events;
experiments designed to relate results emphasize free-play, uncertainty, and reactive
threats. Each individual experiment design must consider requirement tradeoffs in order
to minimize the loss of one requirement due to the priority of another.

Most defense experiments use some form of simulation, which can be grouped into one
of four general methods: constructive simulation, analytic wargames, human-in the-loop
simulation, and live (field) simulation. Each of these four methods has its own strengths
and weaknesses with respect to the four experiment validity requirements discussed
previously. Since one particular method cannot satisfy all four requirements, an
integrated analysis and experiment campaign requires multiple methods.

Constructive simulations are those in which no human intervention occurs in the play
after designers choose the initial parameters and then start and finish the simulation.
Constructive simulations are a mainstay of military analytical agencies. They allow
repeated replay of the same battle under identical conditions, while systematically varying
parameters—the insertion of a new weapon or sensor characteristic, the employment of a
different resource or tactic, or the encounter of a different threat. Experiments using
constructive simulations with multiple runs are ideal to detect change and to isolate its
cause. Because modeling complex events requires many assumptions, including those of
variable human behavior, critics often question the applicability of constructive simulation
results to operational situations.

Analytic wargames typically employ command and staff officers to plan and execute a
military operation. At certain decision points, the Blue players give their course of action
to a neutral, White cell, which then allows the Red players to plan a counter move, and
so on. The White cell adjudicates each move, using a simulation to help determine the
outcome. A typical analytic wargame might involve fighting the same campaign twice,
using different capabilities each time. The strength of such wargames for
experimentation resides in the ability to detect any change in the outcome, given major
differences in the strategies used. Additionally, to the extent that operational scenarios
are used and actual military units are players, analytic wargames may reflect real-world
possibilities. A major limitation is the inability to isolate the true cause of change
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because of the myriad differences found in attempting to play two different campaigns
against a similar reactive threat.

Rigorous Experimentation Requires Multiple Methods
to Meet the Four Validity Requirements
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Human-in-the-loop simulations represent a broad category of real-time simulations with
which humans can interact. In a human-in-the-loop defense experiment, military subjects
receive real-time inputs from the simulation; make real-time decisions, and direct
simulated forces or platforms against simulated threat forces. The use of actual military
operators and staffs allows this type of experiment to reflect warfighting decisionmaking
better than experiments using purely constructive simulation. However, when humans
make decisions, variability increases, and changes are more difficult to detect and
consequently to attribute to the cause.

Live simulation is conducted in the actual environment, with actual military units and
equipment and with operational prototypes. Usually only weapon effects are actually
simulated. As such, the results of experiments in these environments, often referred to as
field experiments, are highly applicable to real situations. Good field experiments, like
good military exercises, are the closest thing to real military operations. A dominant
consideration however, is the difficulty in isolating the true cause of any detected change
since field experiments include much of the uncertainty, variability, and challenges of
actual operations; but they are seldom replicated due to costs.

Different Methods during Capability Development and Prototyping

As potential capabilities advance through capability development and prototyping
stages, the following considerations are useful in selecting which of the four experiment
validity requirements to emphasize. For example, finding an initial set of potential
capabilities that empirically show promise is most important in the refinement stage.
Experiments in this early stage examine idealized capabilities (future capabilities with
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projected characteristics) to determine if they lead to increased effectiveness, and are
dependent on the simulation-supported experiment, using techniques such as
constructive simulation, analytic wargames and human-in-the-loop simulation.
Accurately isolating the reason for change is not critical at that stage, as the purpose is
only to apply a coarse filter to the set of idealized capabilities. However, during the
assessment stage, quantifying operational improvements and correctly identifying the
responsible capabilities is paramount in providing evidence for concept acceptance. This
is also dependent on experiments with better-defined capabilities across multiple
realistic environments. Experiments conducted using constructive simulation can
provide statistical defensible evidence of improvements across a wide range of
conditions. Human-in-the-loop and field experiments with realistic prototypes in realistic
operational environment can provide early evidence for capability usability and
relevance. Early incorporation of the human decisionmaker in this way is essential, as the
human operators tend to find new ways to solve problems.

In prototype refinement experiments, one should anticipate large effects, otherwise its
implementation might not be cost effective. Accordingly, the experiment can focus on
the usability of working prototypes in a realistic experiment environment. Isolating the
real cause of change is still critical when improving prototypes. The experiment must be
able to isolate the contributions of training, user characteristics, scenario, software, and
operational procedures. As previously described, human-in-the-loop and field
experiments provide the opportunity for human decisionmakers to influence
development. In prototype validation, human decisionmakers ensure that the new
technology can be employed effectively. Prototype validation experiments are often
embedded within joint exercises and operations.

Employing Multiple Methods to Increase Rigor

Since experiments using the four main simulation methods emphasize the four validity
requirements differently, an integrated analysis and experimentation campaign must
capitalize on the strengths of each method to accumulate validity. For example, the
model-exercise—-model paradigm integrates the strengths of, on the one hand, the
constructive simulation (/Ze., “model”) and, on the other, any of the methods that
involve human interaction (/Ze., “exercise” in a generic sense). This technique is
especially useful when resource constraints prohibit conducting side-by-side baseline
and alternative comparisons during wargames and field experiments.

In the model-exercise-model paradigm, the early experiments using constructive
simulation examine multiple, alternative, Blue-force capability configurations and
baselines. Analysis of this pre-exercise simulation allows experimenters to determine
the most beneficial Blue-force configuration for different Red-force scenarios. An
analytic wargame, human-in-the-loop or field experiment can then be designed and
conducted, which provides independent and reactive Blue- and Red-force
decisionmakers and operators. One can then re-examine this optimal configuration and
scenario.
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Experimenters use the results of the exercise to calibrate the original constructive
simulation for further post-event simulation analysis. Calibration involves the adjustment
of the simulation inputs and parameters to match the simulation results to those of the
experiment, thus adding credibility to the simulation. Correspondingly, rerunning the pre-
exercise alternatives in the calibrated model provides a more credible interpretation of
any new differences observed in the simulation. Additionally, the post-exercise calibrated
simulation improves analysts’ ability to understand fully the implications of the
experiment results by conducting “what if” sensitivity simulation runs. Experimenters
examine what might have occurred if the Red or Blue forces had made different decisions
during the experiment.

The model-exercise—model method increases overall experiment validity by combining
the contrasting strengths of the following methods:

1. experiments using constructive simulation, which is strong in detecting differences among
alternative treatments, and

2. experiments using either human-in-the-loop simulation, analytic wargame, or field experiments,
which are stronger in incorporating human decisions that better reflect the actual operating
environment.

This paradigm also helps to optimize operational resources by focusing the exercise
event on the most critical scenario for useful results, and by maximizing the
understanding of the event results through post-event sensitivity analysis.

Considerations for Successful Experimentation

Principle 8. Human variability in defense experimentation requires additional experiment design
considerations.

Principle 9. Defense experiments conducted during collective training and operational test and
evaluation require additional experiment design considerations.

Principle 10. Appropriate exploitation of modeling and simulation is critical to successful experimentation.
Principle 11. An effective experimentation control regime is essential to successful experimentation.
Principle 12. A successful experiment depends upon a comprehensive data analysis and collection plan.

Principle 13. Defense experiment design must consider relevant ethical, environmental, political,
multinational, and security issues.

Principle 14. Frequent communication with stakeholders is critical to successful experimentation.

This guide identifies a number of considerations that are intended to support the
practical implementation of experiments. These considerations relate to the need to
recognize and accommodate the human element in experiment design, and they also
provide advice on how to make the best use of operational test and evaluation events
or training exercises. They also give guidance on some issues relating to modeling and
simulation, on the implementation of good experiment control and highlight national
regulations, security rules and practices that may need special consideration; and
finally, there are also some practical steps that can be taken to achieve good
communications.
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Human Variability

The implications arising from using human subjects in defense experimentation are
often overlooked. Most, if not all defense experiments examine impacts on socio-
technical systems but experiment designs rarely cater sufficiently for the human
element. Because humans are unique, highly variable and adaptable in their response
to an experimental challenge, they are more than likely to introduce a large
experimental variability. In addition, humans will have different experiential baselines in
terms of, for example training and aptitude and, unlike technology, will become tired
and possibly demotivated. They may also learn during experiments. The experiment
design and the data analysis and collection plan must recognize and accommodate
human variability, which will be much larger than would be predicted if the socio-
technical system were treated solely as technology. What is sometimes overlooked is
that this variability provides important information on why a socio-technical system
responds to a challenge in a particular way. Indeed there is an argument that human
variability should not be minimized, as this would lose important information. High
variability may indicate a fault in the system under examination, or in the experiment
design. An understanding of the impact of human variability on experiment design and
outcome is a fundamental skill required by all experimenters.

Regardless of the experimenter’s ability to control human variability, it is important, if
possible, to measure it. This is done mainly to see if detected effects can be explained
in terms of human variability rather than the experimental treatments. For example,
where a single group is the subject for all the treatments, then learning by that group
during and between the treatments may have a confounding effect on the whole
experiment. It may be possible to measure learning effects within each treatment, and
thus estimate any confounding effect of learning between treatments. Of course, this
may increase the complexity of the experiment design as the data analysis will then
also need to control for human variability measures and assess their impact upon the
main variables.

Although objective measures of variables are favored by experimenters, subjective
measures are important for ascertaining the mental processes underlying observed
behaviors. This information may be important, especially if a subject adapts to using a
capability in a way not considered by the experimenter. Asking subjects why they have
changed their behavior can enhance understanding of maladaptive ways of using of a
new capability. Consideration needs to be given to the timing of subjective interviews,
particularly whether they should take place soon after the action occurs or at the end of
the experiment. The former may be obtrusive to the subjects and may impact the
results, with the latter being affected by factors such as memory decay and motivation.
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Exploiting Operational Test and Evaluation and Collective Training
Events

Opportunities to conduct experimentation may be found in training exercises and in
Operational Test and Evaluation (OT&E) events. Operational assessments, in particular,
provide an opportunity for conducting experimentation with substantial technological
and expert staff support. The drive to conduct experimentation activities during training
exercises and OT&E events is almost entirely due to the difficulty of acquiring the
resources (equipment, estate, human) to undertake defense experiments of any
significant size. Arguably, the equipment programs that require most support from
experimentation are those intended to enhance collective rather than team or individual
effectiveness, and thus collective groups of personnel (which may comprise command
teams with higher and lower controllers) are required to undertake that
experimentation. It is a simple fact of life in the early 21% Century that most nations
generally do not have units and formations available to dedicate to experimentation,
except for the most limited-scale activities. Therefore exploiting routine training
exercises and other collective events should be given serious consideration.

Exploiting collective training (exercises) has a range of benefits as well as
disadvantages and a variety of factors must be taken into account in both planning and
execution. The principal one is that training always has primacy and the experimenter
has little control over events, thus the skill is in understanding the constraints that the
exercise opportunity will present and knowing how to work within them. Exploiting
training exercises for the purposes of experimentation is most achievable during the
prototype validation phase of a capability development program when functional
prototypes exist.

The potential to include experimentation within OT&E programs is very high. This is so
in part because many of the components of OT&E events are the same as their
counterparts in experiments. They are well supported by the technical/engineering
community and valued by the operational community as a component of the
operational readiness process. The operational community will therefore generally be
engaged in OT&E events and the potential to include experiments in these events as
well can be very good. An important benefit to experimenters is the OT&E
infrastructure, which includes engineering/technical staffs and facilities; planning
support; test support during execution and evaluation support for the after-action
review or report (AAR). The benefit from the use of OT&E staffs and facilities is realized
because of the strong overlap between the two processes. An important benefit to the
OT&E community is that the prototypes from experiments may soon be operational
systems. In such circumstances, there is a significant advantage to be obtained by the
inclusion of OT&E staffs in experimentation on these systems.

Although training exercises and OT&E events do not allow execution of elaborate
experiment designs because it would impede training and impact operational readiness,
scientific methodology and the four experiment validity requirements can be applied to
such embedded experiments. Experimentation in these situations naturally provides the
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strongest venue for meeting the fourth experiment validity requirement, /e., the ability
to relate results to actual operations. While operational necessity restricts the ability to
meet the first three experiment validity requirements in training exercises, and to a
lesser extent in OT&E events, the experimenter can ameliorate the limitations to some
degree. With respect to the first experiment validity requirement, /.e., the ability to use
the new capability, prototype testing prior to the training exercise enhances the
usability of the experimental capability and should ensure that it will function correctly
during the exercise trials. This is less of an issue for OT&E, as this activity is generally
for validating the performance of new operational systems and the testing is implicit.
Additionally, to address the second experiment validity requirement in training
exercises, /.e., the ability to detect a change in the effect, establishing a pre-exercise
definition of expected performance and comparing the prototype’s actual performance
during the exercise to its expected performance provides the necessary ability to detect
change. For OT&E, the performance of new operational systems is typically documented
in manuals and validated computer models may exist. Therefore, the baseline system
performance should be well established and the potential for detecting change should
be good.

While the ability to isolate the reason for the observed change effect, /e., the third
experiment validity requirement, is the most problematic in experimentation embedded
in training exercises, experimenters can nevertheless achieve some level of satisfaction
here as well. When examining different capabilities during a single exercise, the
experimenter should conduct different prototype trials at different times so the effects
of one prototype do not influence the effects of the other. It is prudent to have an
experienced exercise “observer-controller” view the prototype trial to assess the extent
that any observed results were the results of the experimental capability instead of
unintended causes. Additionally, showing that the rigorous experiment data
accumulated during the concept development phase of the prototype is still relevant to
the exercise conditions also supports GUIDEx third experiment validity requirement.
Experimentation embedded in OT&E events also creates considerable challenges for
meeting the third experiment validity requirement. The best approach in this case is
through comprehensive, detailed data collection, which is typically the case in OT&E
events anyway.

Finally, for both the use of training exercises and OT&E events, a Model-Exercise-Model
paradigm that was successfully calibrated to the event results would allow follow-on
sensitivity analysis to demonstrate that inclusion and exclusion of the experimental
capability accounted for decisive simulation differences.
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Training Exercises OT&E Events
Benefits
¢ Availability of experimental subjects in large | ¢ Availability of operational staff and platforms
numbers ¢ High level of engagement of technical
¢ High level of engagement of experimental community
subjects ¢ Use of OT&E infrastructure
Use of training infrastructure ¢ Moderate sample sizes, for repeated test series
Merrate sample sizes, for repeated exercise | Apjlity to use repeated tests as a control group,
series or baseline
+ Ability to use repeated exercises as a control | 4  strong potential for relating any detected
group, or baseline change to real operations.

¢ They rate highly in terms of relating any
detected change to real operations.

Constraints
¢ Exercises are designed to stimulate various | ¢ OT&E events are designed to quantify aspects
training points that may not satisfy an of equipment performance or to determine if a
experiment design standard is being met that may not satisfy an
¢ Training has primacy—can a genuine experiment design
experiment design be fitted around training? ¢ OT&E has priority and the experiment may not
¢ Scenarios and settings designed for training interfere with test objectives
purposes ¢ Scenarios and settings designed for OT&E
¢ Limited opportunities to make intrusive purposes
changes to the exercise or collected data | ¢ Limited opportunities to make intrusive
intrusively changes to the test or collected data intrusively
¢ Can results be published without breaching | ¢ Can results be published without breaching the
the anonymity of the training audience? anonymity of the test audience?

¢ Interventions by Exercise Control for training
reasons, e.g., the training force is winning too
easily

¢ Exploitation of an exercise too early in a unit's
training cycle can yield poor results, e.g., the
collective skills may be too low

Modeling and simulation Considerations

This guide presents modeling and simulation (M&S) as intrinsic to conducting most
defense experiments. There is now a wide range of M&S techniques available and this
makes the innovative use of M&S cost effective for many defense experimentation
applications. However, there are some significant issues associated with selecting both
the types of M&S to be used and the specific elements of the experiment federation.

A balanced view of fidelity and validity. For many years, as rapidly increasing
computing power led to many new modeling possibilities, there was a generally held
view that greater fidelity, or accuracy, was always better. Indeed, many took the term
“validity” to be almost synonymous with fidelity and detail. The modern view is that
validity actually means “fit for purpose,” with the purpose being to execute the desired
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experiment design. This means that we should consider the main measure of merit for
M&S to be adeqguacy, not fidelity. The experiment design should effectively define what
level of fidelity is adequate. Furthermore, the main point of modeling is to rationalize
the complexity of real life by simplifying it. In “The Lanchester’ Legacy” [Bowen and
McNaught 1996: Vol. I1l, Ch. 9], the authors wrote: “It has long been understood by
Operational Analysts that, in dealing with complicated situations, simple models that
provide useful insights are often to be preferred to models that get so close to the real
world that the mysteries they intend to unravel are repeated in the model and remain
mysteries.” We can therefore imply an axiom that M&S should be as simple as possible
while remaining adequate for the task in hand.

M&S definition. It is a key principle that the definition of the M&S to be used in an
experiment should be derived from the experiment design, and not the other way
around. However, rarely will practitioners have the luxury of completing their
experiment design and then moving through a user requirements and subsequently
system requirements definition process in sequence. Usually a concurrent process is
necessary, with the processes beginning in the order given above. A spiral development
process can then take place. There are several well-established processes for achieving
this, e.g., the US Federation Development and Execution Process (FEDEP) and the
European Synthetic Environment Development and Exploitation Process (SEDEP).

Experiment Design

GO & €0 €D

Define User (or Experiment) Requirements

o €2 &3 6D

Define System (M&S) Requirements

Modeling the process to be examined by the experiment. Experiments and
observational studies (where a concept is subjected to objective observation, but
without manipulation) are intrinsically connected to the idea of hypotheses. The
hypothesis is simply a plausible proposition about either causal or associative
relationships. Thus in a general sense there is always implicitly a model of the process
being experimented with by virtue of there being one or more hypotheses. However, it
is possible, and in most cases desirable, to model the process in advance in a much
more tangible way, regardless of whether a strict model-exercise-model paradigm is
being followed. In particular, architectural frameworks such as Zachman [Zachman
1987] and DoDAF™° represent an excellent and increasingly popular means to describe
military problems and potential candidate solutions in a variety of different ways. When

® F.W.Lanchester was one of the pioneers of military operational research.
1 DoD Architecture Framework, see [DoDAF Working Group 2004]
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a model-exercise-model paradigm is being followed, process models based on these
frameworks can often be preferable to complex constructive combat simulations.

Experiment Control

Experimentation is intrinsically a controlled activity, although the degree of possible and
required control varies from case to case. The experiment design should be explicit in
describing which variables must be controlled in order to prevent rival explanations for
the findings, and which variables can be allowed to remain uncontrolled though usually
recorded. It should also describe the control regimes to be put in place to ensure that
this occurs in practice. The identification of intervening variables and learning effects
must be well understood. However, simply outlining the required measures in the
experiment design document is not sufficient. The experiment director and his team
must actively seek to impose the required controls throughout the planning and
execution phases of the experiment.

Experiment Design. The experiment design process is a logical journey from the
guestions to be answered, or hypotheses to be tested, to the detailed definition of the
experiment. Thus the experiment design is the cornerstone of the control regime
throughout the life of the experiment, since it sets out in broad terms what needs to be
done. Success in designing experiments is rooted in early stakeholder engagement to
establish objectives and intent. An integrated analysis and experimentation campaign
goes a long way toward providing the framework for detailed stakeholder guidance.
Furthermore, nothing allows for the control of variables during experiment design more
than early, firm decisionmaking. The longer decisions on scenario, participation,
funding, technical environment, and study issues are allowed to linger, the more
options the experiment designers must keep open and the harder it is to control the
variables that can affect the outcome of the experiment.

Experiment Planning. The planning of major defense experiments requires a
management team, which takes the decisions required to settle high-level issues, has
oversight on the activities of the various teams, and ensures that the experiment
planning and organization develops toward the objectives in a timely manner. A series
of reviews throughout the planning period is usually necessary to ensure that the
process of preparing for the experiment is remaining on track. For larger experiments,
e.g., joint or coalition ones, it is common to employ conferences for this purpose,
organized and run by the management team; typically three or four might be used.

Experiment Execution. The experiment management team usually transforms into
the control staff during execution. The controller’s role is to ensure that the experiment
is progressing according to schedule or to be on top of the situation if it is not. The
controller observes the players and collects their input daily and works closely with the
analysts in monitoring the progress of the experiment. The controller provides feedback
to the experiment director and implements changes as required to ensure the event
achieves the experiment objectives. In doing so, the controller must deal with military
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judgment (observations from the players) and scientific objectivity (input from the
analysts).

Experiment Analysis. The analysis or assessment team for an experiment should
ideally be derived at least partly from the experiment design team, and they should
work closely with the team responsible for the concept under experiment and the team
responsible for providing the experiment’'s technical environment. Initially, they should
review the concept and approach planned to conduct the experiment and prepare an
analysis plan to meet the needs of the experiment design. During the course of an
experiment, analysts compare observations and results and begin to integrate their
views of what is being learned from the experiment. As sufficient data is collected,
analysts begin to form preliminary insights. However, the temptation to announce some
startling finding (especially one that it is believed the experiment sponsor will like)
should be resisted at all costs, because it is quite likely that when the analysis is
complete, that finding will at best need to be modified, and at worst, changed
altogether. Thus, first impressions should generally be conservative; this is an important
control consideration.

Data Analysis and Collection

Data collection is designed to support the experiment analysis objectives that in turn
rely on a conceptual model underlying the experiment. The data analysis offers the
opportunity to revisit the underlying conceptual model identified for the experiment and
determines cause-and-effect relationships. A data analysis and collection plan is an
essential part of an experiment.

A significant part of the experiment consists of gathering data and information.
Interpreting the information into findings and combining them with already known
information to obtain new insights tends to be challenging. Once it is determined what
needs to be measured, a decision is required to identify the data necessary and to
analyze it using appropriate (usually statistical) analysis techniques. The plan ensures
appropriate and valid data are generated and that the key issues of the experiment are
addressed. When determining analytical techniques to use, an estimate for the number
of observations must be considered, depending on the expected variability in the
dependent variables and the number of them. It is essential to prioritize and ensure
there are sufficient observations for all objectives, measures of performance, and
measures of effectiveness requiring analysis. There exist various types of collection
mechanisms used in experiments.

Questionnaires (also referred to as surveys) are often used in data collection. They can
be used to gather numerous types of information. The participants’ background can be
obtained through this means. This can be done before the start of the experiment. The
participants can also be questioned about aspects of the experiment such as their
perceptions about the systems and processes tested, their view on others participating,
strengths and weaknesses of the systems and processes as well as recommended
improvements.
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With information systems becoming more crucial, Automated Collection Systems to
collect data are now more important. It is important to determine what clock each
system that is used to collect data is synchronized to in order to facilitate analysis.

Observers have an important part in the experiment by capturing interactions between
participants. For instance they take notes about what is going on, crucial events taking
place, notable behaviors and other such activities. Observers can also be used to
provide a chronological narrative of the events that occurred. This provides
documentation about what happened during the experiment and can be used to explain
why certain results occurred.

Ethics, Security and National Issues

This guide describes a number of different aspects of defense experimentation.
However, in addition, distinctive national regulations, security rules and practices should
not be underestimated and proper consideration must be given to them in planning
experiments.

Environmental considerations. Wherever there is live activity, there will be some
level of environmental impact. In particular, great care must be taken regarding
proximity to historical or cultural sites. As well as legal and multinational environment
issues, environmental constraints generally will have an impact on the scope of any live
experiment or exercise. It is essential that results be interpreted in the light of all
environmentally imposed artificialities. The test and training communities have been
working with environmental issues for years and there is no reason for the
experimentation community to deviate from the various protocols that already exist.

Security considerations. Even within single-nation experiments, security issues can
give rise to real practical problems. In particular, the rise of secure digital C4l and
sensitive ISTAR sources (which are often themselves at the centre of the experiment
purpose) has resulted in security considerations becoming much more prominent in the
design and execution of defense experiments than hitherto. As a general rule, the lower
the security classification of these elements, the lower the cost and risk of the
experiment and thus experiments should be run at the lowest classification level
possible. This is not to say, of course, that undue efforts should be made to make
everything unclassified or artificially low in classification. As previously discussed, all
experiments are compromises, and the experimenter needs to decide where the
benefits of (for example) higher classification and therefore higher fidelity
representations of equipments or scenarios outweigh the benefits of using lower
classification analogues.

Ethics considerations. Any experiment which involves human subjects and human
data collectors could potentially pose ethical issues. By recruiting subjects to undertake
an experiment, or by exposing the data collector to a potentially hazardous military
environment the experimenter is expecting them to operate outside their normal
working practices. Although ethics is a complex field, its fundamental concerns in
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professional contexts can be defined. Research that lacks integrity is considered to be
ethically unacceptable, as it not only misrepresents what it claims to be but also
misuses resources. In addition, there is an obligation for defense experiments to comply
with relevant national Health and Safety legislation and to provide working conditions
that would ensure, as far as reasonably practicable, a healthy and safe working
environment for experimenters and subjects alike.

Communication with Stakeholders

The final product of any defense experiment must be the evidence that the right
guestion has been addressed and the evidence required for its findings to be exploited
effectively. This will also provide the experimenter with the necessary foundation for
advising on the applicability and feasibility of advancing an evaluated concept, or
elements of a concept, toward eventual realization as actual operational capabilities.
Good and continuous communication is central to achieving such a successful outcome;
and yet it is still possible to find an experiment, or integrated analysis and
experimentation campaign, which does not have a rational plan for communicating with
stakeholders.* A communications plan must consider how the different stages in
running an experiment may require different approaches to good communication;
stages such as determining the right set of questions and issues to be addressed,
maintaining the confidence of key stakeholders that the potential changes to their
priorities are being considered, ensuring all stakeholders have appropriate access during
the experiment and making sure that they understand the output.

Determining the right set of question and issues. A key prerequisite to a single
experiment or campaign is the identification of the origins of the question to be
addressed and identification and commitment of key stakeholders. One difficulty is that
the obvious stakeholder is often not the person that originally posed the question.
Therefore an initial step must be to chase down the origins of the question, and from
that define the key stakeholders that need to be influenced. However, the question may
arise from many sources and it may not always be possible to directly engage or even
identify the original source. For example the question may have arisen from a strategic
plan which states that “there is a need to enhance interoperability with our allies to a
level which will allow us to undertake concurrent medium scale operations.” This will
reflect a political imperative, and whoever is responsible for the strategic plan may have
appointed intermediaries whose task is to implement this directive. In this case, these
are all key stakeholders, and it is essential to determine their relationships and how
they work together. Intermediaries will have formed their own understanding of the
guestion being posed and defined a campaign to implement the directive.

Communicating in the run up to the experiment. Although this will be a
particularly busy period, it is essential that regular dialogue be maintained with the

! Stakeholders are defined as persons who have a vested interest in the product from the experiment or
campaign.
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stakeholder community prior to the experiment. By maintaining this regular dialogue,
changes in priorities can be quickly identified and accommodated.

Communicating during the experiment. In most cases the major interaction with
stakeholders occurs during the visitor day. Visitors should be encouraged to view the
entire experimentation process from the pre-brief to the post exercise wash up, and
invited to observe and interact with the subjects in a way that does not interfere with
the experiment. Additional attendance outside the specific visitor day of stakeholders
with a direct involvement in the campaign implementation improves communication in
that they are then briefed at regular intervals.

Communicating after the experiment. A well-written report will contain a one-page
abstract, an executive summary and a full report. The traditional approach to
dissemination of results has been to produce a paper that is sent to key stakeholders,
with or without a presentation. While this has obvious merits the general experience is
that this approach tends to produce “shelf-ware.”*? It should be remembered that these
are busy people who will wish to gain quick appreciation of the key issues and findings,
in order to exploit the information. A far better approach is to continue the dialogue
with the key stakeholders to determine how the work has been received, to assist in
interpreting results and, more importantly, to advise on how it should be exploited.
Where the experiment is part of a wider campaign supporting concept or capability
development, the experimenter may also have the opportunity to advise on the
consequences for the over-arching concept of the particular experiment findings.

12 A UK term, which means that the report is produced but never read in full,
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GUIDEXx Experiment and Campaign Planning Flowchart

In order to help practitioners in applying the GUIDEx principles to address their specific
problems, the following flowchart was developed. This is by no means a prescriptive recipe for
perfect experimentation, but an attempt to lay out the chronological sequence for experiment
and campaign related activities and to show the iterations and linkages between various stages
of the experimentation process. Indeed, GUIDEX encourages that the specific application of
Principles to a given problem should be tailored according to the scale and nature of the issue
under investigation. There is no single “best” way to undertake experimentation, rather the skill
of the practitioner is to use a degree of artistic license in applying the science advocated within
GUIDEx in order to maximize what can be achieved for a given problem under real-world
constraints of resources, time, expectation and understanding.

The color code of the flowchart separates the integrated analysis and experimentation
campaign activities (in purple) from the specific individual experiment stages (in orange). The
products of the experimentation process are indicated by the grey areas, while the customer or
stakeholder interactions are shown in green. The flowchart itself begins from the green cloud at
the top-left hand corner, representing the initial problem, as posed by the customer.

The campaign of integrated analysis and experimentation then commences with a number of
iterations around the campaign problem formulation and campaign design loop in order to
develop with the customer an agreed campaign-level problem statement. During this process
the campaign designer begins to identify the analytical methods and experiments that might be
used to answer the problem. Once a required experiment is identified, the more detailed
process of experiment problem formulation can begin. Again, the flowchart suggests that the
problem formulation should iterate and overlap with the experiment design in order to ascertain
the problem scope suitability for experimentation imposed by real-world considerations. A
number of potential experimental questions may require some initial design work to be
undertaken before an acceptable, workable and useful problem defined can then be submitted
to a complete experiment design and development. The lesson is “be prepared for exploratory
activities or false starts before one can move forward with a good concept for detailed design.”

The flowchart outlines some of the products needed for successful experimentation, such as
analysis and data collection plans, technical development requirements, ethics and safety plans
and finally joining instructions for the participants. The practitioner’s role at this stage is to
manage the competing demands of technical development, customer and player expectation,
legislative requirements, rehearsal and training requirements while still maintaining overall
control of the scientific and analytical rigor. Finally the experiment itself is executed and the
process of analysis and reporting can begin.

In general as the individual experiment is being planned, designed and undertaken, the
campaign analysis continues and once the results from the experiment emerge from the
collected data, the campaign itself may evolve to take account of the knowledge gained.
Lessons must be assimilated. If necessary, further experimentation or analytical activities can
be undertaken and the cycle repeats. Throughout this entire process, the interaction with the
customer is key to ensuring that the answers generated do indeed answer the questions posed.
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GUIDEXx Case Studies

The following is a high-level overview of the results of the eight Case Studies offered by
GUIDEX.

1.

Testing Causal Hypotheses on Effective Warfighting. This was a series of experiments for a
common operational picture (COP) experimental treatment condition using a Persian Gulf air/sea
scenario where all parties—higher echelon and lower echelon—had both the national intelligence
supported big picture and the local tactical picture. This combination was experimentally proven
to be superior technology for such operations, resulting in greater shared situation awareness
and better bottom line combat effectiveness.

UK Battlegroup Level UAV Effectiveness. This experiment supported a major UK UAV acquisition
program in demonstrating the huge information gathering potential of UAVs at the tactical level,
compared to existing ISTAR assets. However, equally importantly, it showed that if integration
into the supported HQs is not achieved effectively, then the resulting information overload can
have a hugely detrimental effect on mission success.

UK NITEworks ISTAR Experiment. The UK, like other nations, is presently investing heavily in
ISTAR sensors and systems. However, it is widely recognized that effective information
requirements management (IRM) is vital to the efficient use of those systems. This experiment
investigated both technological and procedural means of improving IRM. It showed conclusively
that a collaborative working environment with appropriate working practices would have a major
beneficial effect on IRM effectiveness. This assisted the development of ISTAR management
priorities in the UK.

Pacific Littoral ISR UAV Experiment (PL1X). This Case Study provides insights difficult to capture
without experimentation; the strong hypothesis of identifying and tracking all targets proved not
to be attainable even though sensor coverage was nominally complete, pointing to integration
requirements for an effective ISR architecture.

An Integrated Analysis and Experimentation Campaign: Army 21 / Restructuring the Army 1995-
99. This campaign demonstrated the importance of detailed problem definition and an iterative
approach based on wargaming, field trials and analytical studies. The warfighting concept under
test was found to fail under realistic environmental constraints. However, the results led to an
alternative concept which is the basis for current Australian Army force development.

The Peregrine Series: a Campaign Approach to Doctrine and TTP Development. This on-going
campaign of experiments and studies is contributing directly to the development of the doctrine
for employment of the Australian Army's new Armed Reconnaissance Helicopters and
demonstrates how experimentation can be used to inform capability development questions at
unit level and below.

Multinational Experiment Three (MNE 3). Despite the complexity of the MNE 3 effects-based
planning (EBP) experiment and the findings that the concept and supporting tools require further
development, the event demonstrated the potential for EBP to make a coalition task force a more
effective instrument of power. It also showed the benefits for collaboration to produce the best
ideas from a collective thought process in a coalition, which included a civilian interagency
component.

Improved Instruments Increase Campaign Values. While improved experimentation instruments
provided the opportunity to generalize some results, they also increased the validity of
campaign’s results and knowledge generation synthesized for future information management
systems.

TTCP GUIDEX 15-Feb-06 33



TTCP GUIDEX 15-Feb-06 34



Principles

Part 11
GUIDEX 14 Principles
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P1 Cause-and-Effect in Capability Development

Principle 1.

Defense experiments are uniquely suited
to investigate the cause-and-effect relationships
underlying capability development

Principle 1 promotes defense experiments to a prominent role in supporting capability
development decisions by showing what experimentation and science bring to military
transformation. Defense experimentation is uniquely suited to supporting capability
development decisions at all levels from force to system. The notion of cause-and-effect
is an essential attribute of capability development in that a capability change (the
cause) should result in a difference in military effectiveness (the effect).
Correspondingly, the principal paradigm of experimentation is changing something and
observing what happens. When change occurs under controlled conditions, a conclusion
about cause-and-effect is possible. Experimentation is the preferred scientific method
for establishing causality; empirically determining what potential effects will result from
proposed changes.
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P1 Cause-and-Effect in Capability Development

Principle 1. Defense experiments are uniquely suited to
investigate the cause-and-effect relationships underlying
capability development

The reader is encouraged to apply and adapt this Principle. However, the examples herein are based on
the specific perspective and experience of different lead-nation authors with contributions from other
participants. Therefore they may require supplementary effort to relate them to national perspectives.

Principle 1 asserts the importance of experimentation to the capability development
process. This section examines the basic scientific experimentation process and how it
can provide the empirical foundation for transforming military forces. Understanding the
scientific method and the role of experimentation in science will provide a better
understanding of how experimentation can support capability development in the
transformation process.

1.1 What Experimentation Brings to Military Transformation

Increasingly, the United States and other nations such as Great Britain, Canada,
Australia, New Zealand and indeed NATO itself employ experimentation to assist in
developing their future military forces. The United States Department of Defense
stresses the importance of experimentation as the process that will determine how best
to optimize the effectiveness of its joint force to achieve its vision of the future [US
Joint Staff 2000]. An experimentation strategy is also the cornerstone of the U.S. 2001
Quadrennial Defense Review (QDR) transformation strategy [US Department of Defense
2001].

Admiral William A. Owens, United State Navy (USN) (Retired), who served as Vice
Chairman of the Joint Chiefs of Staff reiterates that experimentation holds the greatest
promise as a method for designing a more effective joint force.

“Joint experimentation—unconstrained in scope and devoted to defining military
Structures, organizations, and operational approaches that offer the best promise from
new technology—joins [with] joint standing forces as the most efficient, effective, and
expeditious means of designing the future in parallel with improving the ability to fight
Jointly’ [Owens 2002].

Most evident of the recognized importance of experimentation is that the DoD
designated US Joint Forces Command (USJFCOM) as the DoD executive agent for joint
experimentation in 1998.

Is this confidence in the ability of experimentation to support the military
transformation process appropriate? Certainly, experimentation has proven itself in the
sciences and technology by producing dramatic advances. Can the methods of
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experimentation that have so expeditiously developed science and technology be
applied to the military transformation process to achieve similar advances in military
effectiveness? The implicit thesis of this guide is that robust experimentation methods
from the sciences can be adapted and applied to military experimentation and will
provide the basis for advancements in military effectiveness in the transformation
process.

Why is experimentation so uniquely suited to the military transformation process? The
U.S. Secretary of Defense has written that transforming the U.S. military is essential in
order to “defend our nation against the unknown, the uncertain, the unseen, and the
unexpected” [Rumsfeld 2002]. Military transformation can be described quite badly “as
innovation on a grand scale, sufficient to bring about a discontinuous leap in military
effectiveness...” [Krepinevich 2001]. General Richard B. Myers, Chairman of the Joint
Chiefs of Staff (CJCS), on the other hand, cautions that “revolutionary changes...should
not be the sole focus of our transformational activities” [Myers 2003: p. 6]. Whether
transformational change occurs dramatically or incrementally, the key question is how
does one decide what to change in order to transform the military?

Transformation and Experimentation

Transfor mation is about--

“changing something” |toincrease” Effectiveness’
effectiveness/efficiency

To know \JLhat to change, you need to know the
“cause” of the intended output (effect).

Only Experimentation can
empirically determine “ cause and effect”
...in order to develop and validate—

new Warfighting Capability (cause)
that will incr ease Warfighting Effectiveness (effect).

Figure 1 Transformation paradigm

Two essential attributes embedded in the idea of military transformation (Figure 1) are
the idea of change and the idea of cause-and-effect. If something in the military is
innovated (changed), then it will result in (cause) a change in military effectiveness.
Correspondingly, the principal paradigm of experimentation is manipulating (changing)
something and observing what happens [Feynman 1999]. When this manipulation is
conducted under controlled conditions, conclusion about cause-and-effect can be made.
Defense experimentation is uniquely suited to supporting decisions about change to
effect transformation. Other techniques are available for causal analysis including:
surveys; path analysis; cross-lag panel analysis and case histories [Shadish et a/. 2002:
Ch. 12, 13]. However, experimentation is the preferred mode in science.
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While this document focuses on the requirements of experimentation to better support
military transformation, one should not discount the role of military experts and
operational lessons learned. Military experts represent a critical bank of knowledge in
this process. However, sometimes experts do not agree what the best approach should
be; and sometimes the “obvious answer” may not be the best. For example, most
experts initially agreed that aircraft carriers should primarily be used for long-range
surveillance to support battleship tactics. Defense experiments with free-play Blue and
Red forces can examine many employment alternatives before going to war and let the
experiment data show which alternative is most effective.

Operational lessons learned are critical to identifying how particular warfighting
capabilities were organized, equipped, and employed. Lessons learned will also identify
the results of military engagements, the number of targets engaged, ordnance
expanded, casualties, and so on. The problem, however, is that a lesson learned can
only speculate on which capabilities accounted for which effects. In a complex military
operation, it is seldom clear exactly why some aspects went well and some did not. This
is problematic for transformation when one is interested in deciding which capabilities
need to be continued and which deficiencies need to be remedied. Defense
experimentation, by its nature, is designed to take this information and systematically
sort through the cause-and-effect relationships, thereby lending science to the lessons
learned transformation process.

1.2 Science and Defense Experiments

Defense experiments have two characteristics that separate them from other types of
experiments. First they examine the determinants of military effectiveness as opposed
to experiments in physics, chemistry, and agriculture, which focus on determinants of
physical phenomena. Second, defense experiments examine military operations
involving humans and their equipment engaged in combat operations. Other types of
basic and applied defense experiments conducted in military research laboratories
develop new military technologies. These basic defense experiments closely resemble
the laboratory experiments one finds in industry and academia. However, we must keep
in mind that the focus of GUIDEX is defense experiments.

There is ambivalence toward discussing science and defense experiments. Those
responsible for funding defense experiments, and who depend on their results for
making decisions, desire that the same scientific rigor responsible for technological and
medical advances can be applied to transformation decisions. Many practitioners of
defense experimentation, however, are not convinced that “laboratory science” can be
applied to the complexity and chaos of military operations. This section discusses
science and the scientific method and the basis of experimentation, and provides the
foundation for understanding the logic of defense experiments presented in Principle 2.
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Taxonomy of Sources of Knowledge

Knowledge
@
Deduction Induction Intuition
(math) (experience)
| |
History Science Everyday Experience
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Precise Precise
Observation of Observation of
Natural Events Manipulated Events
biology (Darwin) physics (Newton)
anthropology (Mead) chemistry (Curie)
psychology (Freud) psychology (Skinner)
Study Experiment
@ J CI/ )

Figure 2 A typical taxonomy of the sources of knowledge

1.2.1 Science and Experimentation

In about 400 BC, Socrates, Plato, and Aristotle investigated the meaning of knowledge
and the means to obtain it. Their method was primarily a rational-deductive process.
Later empirical-inductive methods developed by scientists such as Ptolemy and
Copernicus focused on precise observations and explanations of the stars. They were
not experimenters. When scientists turned from investigating the heavens to
investigating earthly objects, they uncovered a new paradigm for increasing knowledge.
Because they could manipulate those earthly objects, new and exciting answers to
guestions about objects within their reach were obtainable (Figure 2).

In the early 1600s, Francis Bacon introduced the term experiment, while Galileo
conducted experiments by rolling balls down an inclined plane to describe bodies in
motion. The realization that manipulating objects would yield new knowledge spawned
a new research paradigm, one unimagined in the previous 2000 years of exploring the
out-of-reach heavens. The basis of the new science paradigm called experimentation
was a research question [Feynman 1999]: “If | do this, what will happen?”

The key to understanding experimentation, and the characteristic that separates
experimentation from other research methods, is manipulating something to see what
happens. The scientific aspect of experimentation is the manipulation of objects under
controlled conditions while taking precise measurements. In its simplest form, an
experiment can be defined as a process “fto explore the effects of manipulating a
variable’ [Shadish et al. 2002: p. 507].
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Scientific Method and the
Concept Development and Experimentation Process

Scientific Method The Same
Process

CD&E Process
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Evaluation Phase
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6. AnalyzeData ~ EXperiment Experiment
Phase 6. Analyze Data Phase

v 5. Conduct Experiment

5. Conduct Experiment

4 Design Empirical Test of Hypothesis 4. Design Empirical Tests of Hypotheses

3. Formulation of Hypothesis 3. Formulate Hypotheses
_ _ Cla;g;ﬁflon | Publish Concept Paper 1.0 Discovery
v IR Clarify v 2. Review Operational L essons and Phase:
Problem & Conduct Discovery Exercisesand Events  Clarify
=P 1. | dentification of aProblem  ppssiple =P 1| dentify Relevant Problems ProbI(?m &
Solutions (Coordinated Joint Experiment | ssues) POSS'_ ble
Solutions

Figure 3 An interpretation of the scientific method

The scientific method for experimentation has evolved during the last 400 years. Figure
3 shows how one nation uses a concept development and experimentation (CD&E)
process that progresses through the eight steps of the scientific method. The process
begins with discovery to clarify future warfighting problems and seek potential
solutions. Current operational lessons learned, the commanding staff, defense planning
guidance, combatant commands, and other sources all help to identify and clarify the
initial operational problems. Similarly, military experts, history, industry, and academia
are important for developing the initial set of potential future solutions.

An initial concept paper summarizes the operational problems discovered and their
proposed (hypothesized) solutions. This concept paper provides the basis for defense
experimentation. If the experiment results are inconclusive, such that one cannot
determine if the original concept was either supported or not supported, then a better
experiment is in order. Clear results, on the other hand, whether positive or negative,
provide an empirical basis to refine and improve the concept.
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1.2.1.1 What is an Experiment?

Simplest Experiments

Intervene Observe Intervene Observe

Observe Occasionally:
No side-by-side comparison required:

eHistorical Goal or Baseline

“If | sail west, | will reach the East (India)”

A *Explicit criterion

“Capability must deploy entire JTF within X days”

b

Observation
(effect) Goal

Observation

(effect)

Intervention No
Intervention

Intervention

Figure 4 lllustration of simple experiments

As indicated above, all experiments include the notion of doing something or
manipulating something. The simplest kind of experiment is displayed in the left-hand
side of Figure 4. It compares an intervention (manipulation) to a non-intervention. It is
a side-by-side comparison you might see your son or daughter propose for their science
fair. Plant two seeds in a box full of soil. For one seed, intervene by adding fertilizer and
for the other, no fertilizer. Water both regularly and record the height of both growing
plants at some future date.

A simple defense experiment might be to start with two units and intervene by giving
one of the units a new capability, a new piece of equipment, and then observe both
units as they execute a military exercise. At the completion of the exercise compare the
two units on some measure of military effectiveness, perhaps the time to complete the
exercise.

Occasionally, one can design an experiment with no side-by-side comparison (right-
hand side of Figure 4). This occurs when there is a well-established threshold, so that
the results of an intervention can be compared to this threshold instead of comparison
to an alternative condition. Sometimes thresholds are available from historical
knowledge. For example, prior to 1947 no one had flown faster than the speed of
sound. Experimental aircraft were flown to achieve this threshold rather than to beat
some other aircraft. Thresholds are also available in the military acquisition arena where
a system must meet a specific threshold, say fire so many rounds per minute, before
the system will be funded. Experiments designed to compare a manipulation to a
threshold are often called tests.
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1.2.1.2 Definition of Defense Experiment

Over 35 different definitions of “experiment” are available when conducting a web
dictionary search.’®> Two common themes permeate these definitions: the notion of
“doing something” and the notion of “new knowledge.” Shadish, Cook, and
Campbell provide a third theme in their 2002 monumental book Experimental and
Quasi-Experimental Designs for Generalized Causal Inferences [Shadish et al.
2002]. They state that the purpose of an experiment is to ascertain the truth or falsity
of a causal inference. Identifying experiments with the investigation of causality is a
very useful construct for understanding defense experiments. Causality is central to the
transformation process. Military decisionmakers need to know what to change in order
to improve military effectiveness. This is to say that the antecedents of effectiveness,
the causes of effectiveness, must be understood in order to change effectiveness.
Effectiveness can only be improved by altering its antecedents, its causes.

Useful Definitions of Experiment

35 different definitions at WWW. OnelLook.com Dictionary Search
Common Themes.

A test done in order to learn something or to discover whether something works or is

true (Cambridge Advanced Learner’s Dictionary). An operation carried out under

controlled conditions in order to discover an unknown effect or law, to test or establish a

hypothesis, or to illustrate a known law (Merriam-Webster Dictionary).

Experiment:
To explore the effects of manipulating a variable.

Shadish, Cook, & Campbell. Experimental and Quasi-Experimental
Designs for Generalized Causal Inference. p. 507

Defense Experiment: To examine the effects of varying proposed

warfighting capabilities or conditions.
Kass. The Logic of Warfighting Experimentation, 10t ICCRTS 2005

Joint Warfighting Experiment:
To examine the effects of varying proposed
joint warfighting capabilities or conditions.

USJFCOM Pamphlet, Understanding Joint Warfighting Experiments, October 2004

Figure 5 Some useful definitions of experiment

Using the three themes of doing something, gaining knowledge, and cause-and-effect,
more formal definitions of defense experiments can be offered as in Figure 5.

13 http://www.onelook.com/
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1.2.2 Cause-and-Effect in Defense Experiment

The notion of cause-and-effect is inherent in the very language of an experiment and in
the basic experiment paradigm; let’s do this, and see what happens. All warfighting
innovation questions can be translated into a cause-and-effect question expressed as:
Does A cause B? A proposed military capability A, a new way of warfighting, is
assessed by determining the extent by which the new capability A produces (causes) an
increase in effectiveness B. The idea of cause-and-effect is central to constructing the
experiment hypothesis: If the unit uses the new capability A, then it will increase its
effectiveness B. The hypothesis provides an expectation concerning the causal
proposition to be observed in the experiment. The definition of an experiment trial
follows naturally. A trial is one presentation of the capability A to see if effect B
occurred; and the non-presentation of the capability —A to see if effect B does not
occur.

Many writers on defense experimentation miss the fundamental aspect of cause-and-
effect as the underlying logic of experimentation. The idea of cause-and-effect will
permeate much of the ensuing discussion on defense experimentation. It is worthwhile
to pause here and explain why. Experimentation is all about cause-and-effect.

“Today, the key feature common to all experiments is still to deliberately vary
something so as to discover what happens to something later—to discover the
effects of presumed causes” [Shadish et a/. 2002: p. 3].

Try to imagine an attempt to design a defense experiment devoid of any interest in
cause-and-effect. In this instance the experimenters might have some new technology
and want to give it to a unit to see what they do with it, to see if it helps them to do
anything. The experimenters believe that they should not control anything because they
do not want to preclude any possibilities. They may also contend that they do not even
have sufficient information to formulate a hypothesis: /f this capability, what?

After some consideration, however, they realize that contradictions abound in this “non-
causality” approach. If they want to know if the new technology helped the unit do
anything different or better, they have to enter the world of cause-and-effect, /.e., “Did
the technology (cause) produce a change (effect) in the unit's performance?” Moreover,
the initial hypothesis could simply be stated as “If the unit employs this new
technology, they will develop procedures to do some military task X better.” Skeptics
might counter that the experimenter does not know that the new technology will, in
fact, produce a change for the better; and thus, it is premature to specify a hypothesis
with a positive outcome. The response to this objection is that the role of
hypotheses is not to state what is known, or what we are certain of, but
rather to state an educated guess on what we are looking for. There is always
the chance that the experimental data may prove the hypothesis wrong.

It is also difficult to think of reporting the results of a defense experiment that did not
involve cause-and-effect. One would have to report something like the following: “/n
this experiment the unit used the new capability and the unit accomplished task X; but
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we do not know how the unit accomplished task X. The unit may have accomplished
task X even If they did not have the new capability.” If these were actual reported
results, the worth of the experiment would be questioned. And yet, the centrality of
cause-and-effect has been heretofore overlooked. Indeed, the ability of experiments to
resolve causal inferences is what makes them uniquely suited to address the underlying
issue of transformation—what future capabilities are required to cause an increase in
military effectiveness in future warfare?

“How do we know if cause-and-effect are related?

In a classic analysis formulated by the 19"-century philosopher John Stuart Mill,
a causal relationship exists if

(1) the cause preceded the effect,

(2) the cause is related to the effect, and

(3) we can find no plausible alternative explanation for the effect other than the

cause.

These three characteristics mirror what happens in experiments in which

(1) we manipulate the presumed cause, observe an outcome afterwards,

(2) we see whether variation in the cause is related to variation in the effect, and
(3) we use various methods during the experiment to reduce the plausibility of

other explanations for the effect...” [Shadish et al. 2002: p. 6].

In Case Study 1 we have an example of a series of controlled experiments which were
designed to test the hypothesis that if a warfighting team shares a common operational
picture of the battlespace (cause, A), then they will kill more of the enemy in combat
while sustaining fewer Blue losses (effect, B). Since these experiments were conducted
with military units operating under controlled conditions C, the investigators were able
to infer with confidence that the observed superior combat performance was, in fact,
due to the warfighting teams’ use of the prototype capability under investigation.
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1.3 How Experiments Support the Capability Development Process

Some countries use a concept development and prototyping process, and experiments
are required throughout such a process. Experiments provide an empirical method for
exploring, refining new capabilities, and validating prototypes for force capability

implementation (Figure 6 and Figure

7).

Concept and Prototype Development and Validation
Through Experimentation

5 Prototype Validation
Capability -Experiments

Implementation

-Experiments

Concept Refinement
-Experiments

Concept Assessment

Prototype Refinement
-Experiments

Integrated
Capability
Provide demonstrated justification for
impl ementation.

Prototype I mplementation Plan
Provide joint doctrine/ TTP and
sustainment information for
impl ementation.

3.0 Concept Paper

Provides robust justifi cation across scenarios
for the Requirement Process and identifies

potentia Prototypes

>

2.0 Concept Paper

Provides sufficient detail to execute an integrated-
empirical-based Concept for further experi mentation

and identifies early prototypes.

Concept Discovery L_
-Workshops, Wargames

1.0 Concept Paper
Describes the future strategic and operationa problems and
provi des potentia solutionsin a coherent framework.

Figure 6 Concept and prototype development and validation
through experimentation

in the future.

and technology.

capabilities or conditions.

Warfighting Doctrine — describes how the force fights today. “Fundamental principles .
that guide the employment of forces of two or more Services in coordinated actions

towards a common objective.” (JP 1-02)
Warfighting Concept — describes how the force will employ future capabilities to fight

Warfighting Capability — A combination of means (process, organization, or system)
and ways designed to achieve a desired effect. It represents the potential to perform a
task under conditions and to standards necessary to enact the force commander’s plan.
Warfighting Prototype — An initial working model of a capability designed to support
operational concepts or operational requirements and may consist of people, processes,

Warfighting Experiment —to examine the effects of varying proposed warfighting

Figure 7 Related definitions
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During the concept discovery phase, military and industrial experts review current
operational lessons and apply the lessons of military history in order to clarify the future
environment. Working through conferences and seminar-type wargames, these experts
also identify potential future capabilities that may provide solutions to future
uncertainties. An initial concept paper provides a summary of the future operational
problem and proposed capability solutions within a coherent framework.

During concept refinement, experiments empirically quantify the extent that proposed
capabilities solve military problems. Experiments also examine capability redundancies,
tradeoffs, and reveal capability gaps. Discovery phase activities only speculate whether
proposed future capabilities would solve identified gaps in military effectiveness,
whereas experimentation empirically demonstrates causality [Shadish et a/. 2002: p. 3].
Concept Paper version 2.0 summarizes the refinement phase with a description of an
integrated, optimized set of capabilities for the identified problem. In some instances,
robust experimentation may suggest early prototypes for proposed implementation.

Experiments during concept assessment investigate the robustness of the solution
developed during refinement over a full spectrum of possible future military operations.
These experiments examine and adjust the optimized concept under many different
future conditions, environments, and scenarios to ensure the refinement phase did not
over optimize the preliminary solution. Results from this phase provide the robust
justification to generate prototypes for eventual implementation.

Prototypes identified from robust capabilities are often not immediately ready for
fielding. Experiments during prototype refinement turn capability surrogates into
implementable capabilities by developing complete prototype implementation packages
and strategies for the prototype’s intended operational environment. These experiments
examine the latest hardware solutions and software updates, interoperability with
existing fielded systems, and develop detailed tactics, techniques, and procedures to
facilitate prototype training and implementation.

Experiments during prototype validation provide the final demonstrated evidence to the
combatant commander that the prototype can operate within theater and improve
operations. Often these experiments are embedded within exercises or training events
and are used to validate the predicted gains in effectiveness of the operational force.
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Principle 2.

Designing effective experiments requires an understanding of the
logic of experimentation

Principle 2 develops the logic of defense experiments along a mnemonic of 2, 3, 4, 5,
and 21. The logic illustrates there are two (2) parts in an experiment hypothesis (if and
then sides); three (3) decisions to resolving the conditional proposition contained in the
hypothesis statement; four (4) requirements for a valid experiment (ability to use the
capability, ability to detect a change, ability to isolate the reason for change, and ability
to relate results to an operational environment); five (5) components to every
experiment (the treatment, the experimental unit, the effect, the trial conditions, and
analysis); and twenty-one (21) general threats associated across the five experiment
components that make it difficult to meet the four experiment validity requirements.

This logic has a threefold purpose. It illustrates that there is a coherency in the piece-
parts of an experiment and the art of designing valid experiments. Second, this logic
provides a framework for organizing and understanding the interrelationships among
different lists of existing experiment “best practices” or “good techniques.” And finally,
it provides a rationale for tradeoff considerations among competing best practices to
assist in designing individual experiments and campaigns.
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Principle 2. Designing effective experiments requires an
understanding of the logic of experimentation

The reader is encouraged to apply and adapt this Principle. However, the examples herein are based on
the specific perspective and experience of different lead-nation authors with contributions from other
participants. Therefore they may require supplementary effort to relate them to national perspectives.

2.1 The Logic of Defense Experiments: “2, 3, 4, 5, 21”

It has always been difficult to translate “design of experiments” textbooks into useful
prescriptions for defense experiments. Principally because designing defense
experiments involves more compromises due to time and resource constraints than in
most businesses. These restrictions prohibiting the design of textbook experiments has
led some to admonish that defense experiments operate by a different set of principles
than scientific experiments. Often this translates to a more relaxed set of principles,
prompting a /aissez-faire approach to designing defense experiments. When faced with
constraints, however, the key is not to abandon the basic principles but to apply the
principles in a rational manner to accomplish experiment goals. The key to the rational
application of experimentation principles is an understanding of their logic. Case Study
3 showed that though it is difficult, it is feasible to follow such logic. The logic of
experimentation can be expressed by a mnemonic in the numbers 2, 3, 4, 5 and 21.
The following discussion focuses on how each of these numbers represents a sequential
state in the logic of experiments. Subsequent sections will show how this logic is
applied to design more effective individual defense experiments (Principle 3) and more
effective integrated analysis and experimentation campaigns (Principle 7).
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2.1.1 Two (2) Parts in Experiment Hypothesis

Hypotheses

“educated guesses of what might happen”

Useful:
eHelps to clarify what experiment is about
eldentifies logical thread of the experiment
*Guides experiment design and data collection

Nothing magic:

If (1 do this) : then __(that might happen)

proposed solution(s) ———— problem to be overcome
independent variable ——  dependent variable

>

potential cause »  possible effect

Sea Basing —————— Rapid deployment
Collaboration Adaptive planning

Global Cell ——— Inter-theater coordination

Robust ISR Deny sanctuaries

Figure 8 Two-sided hypotheses

The number “2” represents the two components of the hypothesis in Figure 8—the left-
hand side and the right-hand side, the “if” side and the “then” side. There are two basic
ways one can approach the experiment hypothesis. In most cases one has an
operational problem that needs a solution. These operational problems are in the form
of a requirement; such as the requirement to deploy forces more rapidly or the
requirement to deny the enemy the use of sanctuaries where they can rest and restore.
In this instance, the “then” side of the hypothesis comes first and concept developers
are in search of possible solutions. When they think they have found one or more
solutions, they are ready to express the “if” side of the hypotheses followed by the
“then” side expressing the potential resolution of the requirement: /f New Solution X is
used, then Operational Problem Y might be solved.

A second approach to hypothesis development is to begin with the left-hand side. This
occurs, for example, when a new technology is available and experiments are
conducted to determine if the new technology has military application or utility. In this
case, the new technology is the “proposed solution” and it is in search of a military
problem to be solved or military tasks that can be enhanced. Often the technology
sponsor offers ideas for possible applications. The hypothesis could be formulated as
follows: /f New Technology X is employed, then Operational Tasks Y and Z will be
enhanced.
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2.1.2 Levels of Hypotheses

Formulating Hypotheses Commbiines
An “educated guess” based on what
you know thus far.

s
g % o &
IF (Proposed Solution); THEN (Task to be Accomplished) s 2% & 3
5 £ £ 8§ 3
L £ 2 O
Strategicand  § 3 2 £ 3
Operational 8 2 2 % 8
Tasks i & &€ § &

Develop MoE for specific Scenarios: Control Tempo

—— Deny Sanctuaries X X X X X
Protect the Force
Thwart Access Denial

Threat units and systems continuously tracked
“ “ ...In range of Blue strike systems

Possible Hypotheses.
Capability to Operational task:
IF Robust Joint ISR, THEN able to Deny Sanctuaries.
Capability to MoE:
IF Robust Joint ISR, THEN able to Continuously Track Threat Units.
Precursor to Capability

IF xoxxxxxxxxxxx, THEN Robust Joint ISR.

Figure 9 Formulating hypotheses

Figure 9 above combines the approaches to hypothesis development and depicts their
relationship between capabilities and tasks. The problem to be overcome can be
characterized as the strategic, operational, or even tactical task to be accomplished.
The potential solution can be characterized as the potential capability or concept
capability. Once new capabilities are mapped to appropriate tasks, the capability is
expressed as the “if” portion of the hypothesis and the task to be accomplished or
enhanced is expressed as the “then.” This high-level “capabilities hypothesis” needs to
be translated into a number of “experimental level” hypotheses (capability to MoE). This
is accomplished in Figure 10 below by developing measures of effectiveness (MoE) for
each operational task. From these experimental hypotheses, the experiment analyst can
develop statistical hypotheses and conduct statistical analysis of the data to determine
if the results support the hypotheses to some level of confidence. More will be said
about the value of statistical analysis in Principle 6.
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Different Levels of Hypotheses

Capability Level If Robust ISR isemployed...;
(overarching) then the threat will have no sanctuaries...

\ 4

Experimental Level | [ If the advanced XX System is employed...;
(measurable-MoE/MoP) then tthreat will be tracked continuously.

&\\ M OE/IM oP

Statistical Level i Ho: T=2YY

- He T <YY

Figure 10 Some levels of hypotheses

2.1.3 Experiment Hypotheses and Null Hypotheses

The notion of the null hypothesis Hp is well established in statistical analysis and
classical experimentation. The original requirement for null hypotheses provided a
means to quantify the probability that a particular sample of data could be said to be
derived from a particular hypothetical “parent” distribution. The technique goes
something like this in a concrete example. The experimenter has three different
riflemen employing a new weapon in an experiment. Prior to the experiment, these
riflemen are considered to represent a hypothetical population of riflemen who use the
current weapon and historical data indicate that riflemen with the current weapon score
an average 250 points on the rifle range. Since this is an average, sometimes shooters
with the current weapon scored higher and sometimes lower. During the experiment,
the operators achieved an average score of 275 with the new weapon.

The question is, does this post-experiment sample represent just a variation from the
original “current system” population; or does it represent a different “improved”
population? To answer this question, the experimenter constructs a hypothetical
population of current-weapon shooters based on a historical average of 250. This is the
null-hypothesis Ho population that represents the situation if the experiment
treatment does not work. The alternative-hypothesis H;, population represents a
more speculative, and currently non-existent, population that on the average is better
than the null-hypothesis population. It represents what a new population of riflemen
will look like if the new weapon is better. Identification of statistical parameters of the
null hypotheses is a pre-condition to determining analytically if the results of experiment
sample are still similar to the null-hypotheses population; or if the results are sufficiently
extreme (higher than the historical average) to “reject” that idea and declare, by
default, that it is more likely the sample now represents the new, alternative
population.
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By convention, the capability- and experiment-level hypotheses illustrated in Figure 10
are worded to reflect what statistics consider the alternative hypothesis. This is the best
way to communicate the purpose of the experiment. Often the null hypothesis, the
status quo, is unstated at the capability- and experiment-level hypothesis because it is
obvious, or at least implied; e.g., if the experiment capability does not work, the “threat
will continue to have sanctuaries” and “the threat will not be continuously tracked.”

2.1.4 Experiment Hypotheses in Training Exercises

The use of operational tasks for the “then” portion of hypotheses is quite useful when
defense experiments are conducted in conjunction with military training exercises. Many
opportunities exist to explore new technologies and processes during training exercises.
The hypothesis associated with this type of experiment is a natural summary of what is
proposed to result from the insertion of something different. Military training exercises
are built around a series of tasks, conditions, and standards. In the joint training arena
these are documented in the Universal Joint Task List (UJTL). The task specifies what
needs to be accomplished, conditions provide the context, and the standards provide
the measures of effectiveness. The associated capabilities-level hypothesis would look
like this “/f the JTF staff employs new capability XXX, then Task YYY will be enhanced.”
The corresponding experimental hypothesis might be “/f the JTF staff employs system
XXX, then Task YYY will be accomplished in less time (MoE).”

2.1.5 Concerns about Hypotheses

A number of concerns have surfaced in recent years about the use of hypotheses in
defense experiments. These concerns take one or more of the following forms:

1. There is not enough information to formulate hypotheses in early defense experiments.

2. Hypotheses are too constrictive in early defense experiments and are thus detrimental to
serendipitous discovery.

3. Defense hypotheses tend to be too general and thus not very useful to the experimenter.

4. Defense hypotheses are not justified because hypotheses are supposed to be derived from
theory and there is no military theory.

5. Hypotheses require cause-and-effect analysis (described below) and warfighting data are not
sufficient for determining cause-and-effect.

6. Hypotheses are not appropriate for messy field experiments; they are only useful in “controlled”
experiments.

In general, these concerns arise for two reasons. First, hypotheses are thought to be
formal deductions derived from a scientific theory. This is a very narrow view of
hypotheses. Few, even science experiments, are derived from formal scientific theories.
Hypotheses are “educated guesses” or formulations of expectations to guide the
experiment design. Second, because hypotheses are “guesses,” it is mistakenly believed
that wrong hypotheses will too narrowly focus the experimenter and preclude seeing
spontaneous, serendipitous results. All experimenters are trained to watch for the
unanticipated results. If we understand hypotheses as educated guesses, we
understand they are only a starting point. Without hypotheses, there is no expectation;
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and without expectation there can be no unanticipated findings. The first key to
serendipity is to be sensitive to the possibility of “finding unanticipated findings” by
realizing that hypotheses are only educated guesses and could be wrong. The second
key is to enhance the possibility of defense experiments developing unanticipated
events by allowing both Blue and Red Forces great latitude in using and attempting to
counter the new experimental technology. Unanticipated findings can be used to define
new hypotheses for a subsequent experiment or a distinct unplanned analysis of the
current experiment. They are the byproduct of good experiment design and quality of
data analysis and collection. Basically, new hypotheses are educated guesses or
induction from careful observations that depend on the quality of data collected from an
experiment.

2.1.6 Three (3) Logical Steps to Resolve Hypotheses

L ogic of hypothesis resolution

A B
_ problem to be overcome
proposed solution . then (effect)

L ogic of resolution

1 Dld A occur? Internal Validity
2. Did B occur? of an experiment
3. WasB dueto A ?

Figure 11 Three logical steps to resolve hypotheses

There are three considerations (Figure 11) in resolving the conditional proposition
contained in the hypothesis statement.

1.

The first logical question is whether the proposed solution, the left-hand side of the hypothesis,
was adequately represented in the experiment. This is not always easy to do given that new
proposed solutions often involve surrogate software, hardware, and new procedures that are to
be implemented temporarily for the first time.

The second question is whether the experimenter was able to observe the right-hand side of the
hypotheses. That is, did the experiment produce evidence in an objective manner that the
problem to be solved was, in fact, solved?

Given that the proposed solution was adequately represented and given that progress was
observed in solving the problem, the third logical question concerns whether the observed
problem resolution was due to the proposed solution. This third component of a hypothesis is the
toughest challenge in defense experiments where so many alternative explanations of positive
results exist; for example, the players with the proposed solution were better trained or more
motivated.
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2.1.7 Four (4) Requirements for a Good Experiment

What is a good experiment? How does one tell a good experiment from a bad
experiment? The scientific term for a good experiment is valid experiment. Four
logically sequenced requirements must be met to achieve a valid experiment. It should
come as no surprise that the first three requirements reflect the three considerations of
hypothesis resolution just discussed. This further reflects the centrality of hypotheses to
defense experiments. The fourth requirement reflects the relevance of the defense
experiment to operations outside the experiment environment. The four requirements**
represent a logical, progressive sequence within themselves. If each successive
requirement is not met in sequence, there is no need to proceed to the next one.

Four Requirements for Good (Valid) Experiment

- Evidence Threat
Requirement for Validity to Validity
d} ability to USE new A occurred Assetwglsdng?tuvsvgdrk >
capability
. Too much noise,
(2) ability to detect Change B ChﬁngededaSA cannot detect any
chang change
. Alt ti
(3) aviliyoisolatereason| A alonecaused B explanations of
for change change may apply

. Changein B dueto A is | Observed change ma
GD ability to rellate results expected in actual not\éeapplic%ble y
to actual operations operations

Figure 12 Four requirements for good (valid) experiment

The Figure 12 simple example illustrates these four requirements. Suppose a proposed
concept postulates that new sensors will be required to detect time-critical targets. One
experiment to examine this proposition might be a two-day military exercise where the
old array of sensors is employed on Day One and a new sensor suite is used on Day
Two. The primary measure of effectiveness is the percent of targets detected. The
hypothesis is “If new sensors are employed, then time-critical target detections will
increase.” This experiment is designed to determine if the new sensors A will cause an
increase in detections B.

% The four validity requirements presented here were adapted from [Campbell and Stanley 1963: Ch. 1,
2]. Their four requirements were combined into three (Requirements 2, 3, and 4) and Requirement 1,
ability to use the capability, was added. This requirement was implicit in Cook and Campbell [Cook and
Campbell 1979] but tied solely to external validity. Making “employment of the capability (treatment)” a
separate category under internal validity reinforces the logic of defense experimentation presented here.
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2.1.7.1 Ability to Use the New Capability

In most defense experiments, the majority of resources and effort are expended to
bring the new experimental capability to the experiment. In the ideal experiment, the
experimental capability, the new sensor, is employed by the experiment players to its
optimal potential and allowed to succeed or not succeed on its own merits.
Unfortunately this ideal is rarely achieved in defense experiments. It is almost a truism
that the principal lesson learned from the majority of experiments is that the new
capability, notwithstanding all of the expended effort, was not ready for the experiment.
There are a number of things that go wrong with experimental surrogate capabilities.
The hardware or software does not perform as advertised or as anticipated. The
experiment players are frequently undertrained and not fully familiar with its
functionality. Because it is new, the techniques for optimum employment are not
mature and will, by default, be developed by the experimental unit during the
experiment trial. These threats and others to meeting the first experiment validity
requirement will be discussed further in Section 3.1. If the experimental sensors A
could not be functionally employed during the experiment, there is no reason to expect
that they will affect the ability to detect targets B any greater than the current array of
sensors, which is the next experiment validity requirement.

2.1.7.2 Ability to Detect Change

If the first experiment validity requirement is met and the sensors are effectively
employed, then transition from the old to the new sensors should be accompanied by a
change in the number of detections observed. If this change in detections does not
occur, the primary concern now is too much experimental noise. The ability to detect
change is a signal-to-noise problem. Too much experimental error produces too much
variability, making it difficult to detect a change. Many experiment techniques are
designed to reduce experiment variation: calibrating instrumentation to reduce data
collection variation, controlling stimuli (the targets) presentations to only one or two
variations to reduce response (detections) variation, and controlling the external
environment (time of day, visibility, efc.). Sample size is another consideration for
reducing the signal-to-noise ratio. The computation of statistical error variability
decreases as the number of observations increases.

To detect change, experiments require two or more trials: before and after treatment,
various treatment levels, alternative competing treatments, or the same treatment
under different conditions. Change detection also requires a high signal-to-noise ratio
so that difference between one trial and the next trial will be noticed above the
experiment noise level. The threats to the ability to detect change, and further details
on attenuating these threats, are the topics of Section 3.2.

2.1.7.3 Ability to Isolate the Reason for Change

Let's suppose the experimenter met the first two requirements: the new array of
sensors was effectively employed and the experimental design reduced variability and
produced an observable change (increase) in the percent of detections. The question
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now is whether the detected change was due to the intended cause, changing from old
sensors to new, or due to something else. The scientific term for alternative
explanations of experimental data is confounded results. In this example an
alternative explanation for the increase in detections on Day Two is that it was due to a
learning effect. The sensor operators may have been more adept at finding targets as a
result of their experience with target presentations on Day One and, consequently,
would have increased target detections on Day Two whether the sensors were changed
or not. This would dramatically change the conclusion of the detected change.

Scientists have developed experimental techniques to eliminate alternative explanations
of the cause of change. These include counter-balancing the presentation of stimuli to
the experimental unit, the use of placebos in drug research, use of a control group,
randomizing participants between treatment groups, and elimination or control of
external influences. These techniques will be discussed more fully in Section 3.3.

2.1.7.4 Ability to Relate the Results to Actual Operations

Again, let's suppose that the experiment was successful in employing the new
capability, detecting change, and isolating the cause. Now the question is whether the
experimental results are applicable to the operational forces in actual military
operations. Experimental design issues supporting operational realism revolve around
the representation of surrogate systems, the use of operational forces as the
experimental unit, and the use of operational scenarios with a realistic reactive threat.
More details on enhancing operational realism in order to extend experimental results to
real operations are provided in Section 3.4.

2.1.8 The Four Experiment Validity Requirements in Perspective

These four requirements for a good experiment are applicable to all experiments,
whether conducted in a prestigious science lab, as a high school science project, or as
defense experiments. In this context, a “good” experiment is synonymous with the
scientific notion of a “valid” experiment. A valid experiment can be defined'® as an
experiment that provides sound evidence for ascertaining the truth or falsity of the
causal proposition formulated in the experiment hypothesis. The first three experiment
validity requirements represent the internal validity of the experiment; the ability to
determine if a causal relationship exists between two variables. The fourth requirement
represents the external validity of an experiment, the ability to generalize the cause-
and-effect relationship found in the experiment environment to the operational military
environment.

Familiarity with the four requirements for a good experiment is useful for understanding
why a defense experiment can fail. One often hears the expression “There is no such
thing as failure in experimentation, because we always learn something from every
experiment.” This statement can be misinterpreted. The statement should mean that
when the results of a valid experiment indicate that a new experimental capability did

15 Definition of validity and internal and external validity based on [Campbell and Stanley 1963: p. 37].
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not live up to its expectations, as indicated by the hypothesis, this is not a failure for
the experimentation process. An experiment that produces clear evidence for or against
the hypothesis is a success.

Unfortunately, experiments can fail. They can fail to provide the information necessary
to resolve the hypothesis, “Did the new capability cause a change?” 1f the experiment
provided definitive data that the proposed new capability did not live up to
expectations, the experiment was successful. If, on the other hand, one still does not
know if the proposed capability is useful or not at the completion of the experiment,
then the experiment failed. The experiment was poorly designed. In this situation, little
was learned about the utility of the proposed capability. All that was learned was that
the experiment was poorly designed.

Understanding the four requirements for a good experiment will go a long way toward
avoiding failed experiments. The purpose of this section is to present the rationale and
examples of good scientific experimentation practices that can be applied to military
experimentation. A good experiment is one that increases knowledge. A poorly
constructed experiment is one that casts doubts on any of its findings, thus failing to
increase our knowledge about the hypothesis. The only knowledge gained in a poor
experiment is a better understanding of how to conduct a more valid experiment to
meet the four experiment validity requirements.

2.1.9 Five (5) Components of an Experiment
All experiments—Ilarge or small, field or laboratory, military or academic, applied or
pure—consist of five components [Cook and Campbell 1979]:

1. The treatment, the possible cause A, is the proposed capability, the proposed solution that is
expected to influence warfighting effectiveness.

2. The possible effect B of the treatment is the result of the trial, an increase or decrease in some
aspect of warfighting effectiveness.

The experimental unit executes the possible cause and produces an effect.

4. The trial is one observation of the experimental unit under treatment A or under the alternative
~A to the new capability to see if effect B occurred or not and includes all of the contextual
conditions under which the experiment is executed.

5. The analysis phase of the experiment compares the results from one trial to a different trial.
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Five Components
of any Experiment 5

@ TRIAL

TREATMENT A EFFECT B @
Possible Cause A Possible Effect B
Independent Variable Dependent Variable
Examples Measure of Performance (MOP)
- New sensor 1 Examples
- new C2 process - targets detected or not
- new JTF organization - time from sensor to shooter

x z - percent objectives met

EXPERIMENTAL UNIT
Smallest Unit Assigned ANALYSIS @
to Treatment _
Examples Document CHANGE in B

- Sensor operator Examples

- sensor management cell 3 - Outcome B compared to:

- Joint Task Force «different treatments

«different conditions

Figure 13 Logical links among four of the five experiment components

There is a strong bond between the first two experiment components and the
experiment hypothesis. The experiment treatment A represents the left-hand side of
the hypothesis as the proposed solution; and the experiment effect B represents the
right-hand side as the problem to be overcome. Consequently, it is difficult to see how
one could think of an experiment without a hypothesis. The arrows of Figure 13 show
how one can proceed using the hypothesis as the thread to gain the knowledge sought.

Some field experiments are grand exercises with multiple experimental initiatives
(possible causes), sometimes as many as 30 to 50 different initiatives in one
experiment. The five components are useful in understanding these large field
experiments. These field exercises may be viewed as multiple small experiments inside
the overarching experiment. Each individual experimental initiative is configurable as a
unique subset of the five components. Each initiative is a separate treatment with its
own experimental unit (operators in one area of a command post), its own set of
outcome measures, and its own set of trial conditions which may or may not impact the
other initiatives in the grand experiment. Moreover, each initiative with its five
components will probably have a different number of trials.
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2.1.10 Twenty-one (21) Threats to a Good Experiment

How does one design a good experiment? As we have learned, a good experiment
among scientists is termed a valid experiment. However, it is too often the case in
agencies conducting defense experiments that "Experiment validity is kind of like art—I
can't explain it, but I know it when | see it." Questions about experiment validity are
often answered by sending first-time experiment designers to the most experienced
analyst to receive a list of do's and don'ts and lessons learned. These “good practices”
are seldom written and when lessons learned and good practices are written, they tend
to be a “laundry list” with little organization or rationale related to the idea of
experiment validity. The list of good practices often refers to the importance of sample
size, realistic threats, representative units and operators, and so on. Many practical lists
exist admonishing what should be done to design good defense experiments. In
general, there is much overlap and agreement among various “codes of best practices”
for defense experimentation. Good practices in experimentation are collectively known
as experiment methodology.

There is a more heuristic method to approach prescriptions for designing valid
experiments. The logic of experimentation has identified the four requirements for a
good experiment. Building on the work of Cook and Campbell,*® one can identify the
things that can go wrong in an experiment. Cook and Campbell call these threats to
validity—identified problem areas that can cause one to not meet any one of the four
experiment validity requirements. Experiment good practices then become ways to
eliminate, control, or ameliorate the threats to validity. Cook and Campbell’s threats to
validity can be distilled down to 21 threats to defense experiments. These threats can
be arrayed within a two-dimensional matrix to better understand the actions the
experimenter can take to counter these threats. In Figure 14 the 21 threats to validity
are arrayed with respect to the four experiment validity requirements and the five
experiment components.

All good experiment practices are counters, or antidotes, to the 21 threats to
experiment validity. A good experiment plan should show how each of the 21 threats
has been accounted for and countered. To help the experimenter, the multitude of
good experiment design practices developed over the years to counter each of the 21
threats will be presented and discussed in Principle 3 and summarized in Section 3.5.

16 While [Cook and Campbell 1979] identified 33 threats to validity, GUIDEx combined and distilled these
down to 21 potential threats to defense experiments. Moreover, GUIDEX rearranged their threats into a
two-dimensional matrix to better systematically illustrate how the threats to experiment validity can be
understood and treated with respect to each of the four requirements and the five experiment
components. Additionally, many names of their threats to validity have been changed to reflect military
experimentation terminology. For example, /learning effects is substituted for Cook and Campbell's
maturation.
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Figure 14 Mapping of the 21 threats to good defense experiments

TTCP GUIDEX

15-Feb-06

61



P2 Logic of an Experiment

The two-dimensional framework of Figure 14 for organizing good experiment practices
provides a substantial advantage over the traditional “laundry list” of good practices. It
can be used for managing your ammunitions or counter-measures of Principle 3 against
threats falling into the 21 threat categories presented.

The framework associates different good practices with each of the four experiment
validity requirements. This facilitates understanding why particular good practices are
important and the impact on experiment validity if the threat is not properly attended
to. As will be discussed later, it is impossible to implement all of the good practices in
any particular experiment. Thus, an understanding of the impact of unimplemented
good practices is critical to designing the “best available” experiment. Furthermore,
associating good practices with the different experiment components allows the
experiment designer to see the interaction of good practices across all aspects of the
experiment.

2.2 Summary

Understanding the “2, 3, 4, 5, 21” logic of defense experimentation (exemplified by
Figure 8 to Figure 15) allows one to see the “big picture.” It provides a rationale and
road map for sorting through the myriad of details encountered when designing
defense experiments. It also provides a straightforward explanation of what defense
experiments are all about without requiring a PhD in experiment design. Finally, the
logic and resulting two-dimensional framework provides a coherent rationale for
organizing experiment lessons learned and good practices as preventable threats to
validity to increase the scientific rigor of defense experiments.
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Experiment Logic
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Figure 15 Experiment logic to support joint concept development and prototyping

Defense experiments are essential to developing empirically based concepts and
capabilities. New capabilities include the doctrine, organization, training, materiel,
leadership, personnel, and facilities that will enable or cause future warfighting
effectiveness. Experimentation is the unique scientific method for establishing whether
hypothesized concepts are causally related to effects. If the five experiment
components are designed to meet the four experiment validity requirements, the
defense experiment will provide the concept developer with the basis to proceed.
Application of these scientific principles ensures that the new warfighting concept will
be empirically related to warfighting effectiveness, thus providing the foundation for
transforming military forces.
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Principle 3.

Defense experiments should be designed
to meet the four validity requirements

Principle 3 discusses GUIDEx recommended experiment techniques to counter the 21
threats to the four experiment validity requirements.

1. Ability to use the new capability. Developing and getting the new experimental capability to the
experiment is often a major resource commitment. In the ideal experiment, the experimental
capability is employed by the experiment players to its optimal potential and allowed to succeed
or not succeed on its own merits. Unfortunately, this ideal is rarely achieved.

2. Ability to detect a change in the effect. If the unit is able to employ the new capability, the next
logical question is whether any noticeable difference is observed during the experiment trial. In
the ideal situation, a change in the experiment measure of effectiveness accompanies a transition
from the old capability to the new capability. If this does not occur, the concern is too much
experimental noise. The ability to detect change is a critical requirement of all experiments.

3. Ability to isolate the reason for change in the effect. If the experimenter had a good design
where the capability was useable and produced a change in the effect; the question now is
whether the detected change was due to the postulated cause, changing from old capability to
new, or due to something else. When alternative explanations of experiment results are available,
the results are confounded. Scientists have developed experimental techniques to eliminate
alternative explanations of the cause of change.

4. Ability to relate the results to actual operations. If the unit could employ the capability and the
experimenter was successful in detecting change and isolating the cause of change, the question
is whether the experimental results are applicable to the operational forces in actual military
operations. Experimental results are only useful to the extent they say something about the real
world. Generalizability is the scientific term for the ability to apply results outside the experiment
context. Ability to relate results pertains to experiment realism and robustness.

All defense experiments are designed to meet these four requirements. However, a
100-percent valid experiment is not achievable. Attempts to satisfy one of the
requirements work against satisfying the other three. Precision and control increase the
ability to detect change and isolate the cause, but decrease the ability to apply the
results to real-world situations because they are exceedingly complex and difficult to
track. Experiments designed to detect and identify change emphasize strict control of
trial conditions and feature multiple repetitions of similar events. On the other hand,
experiments designed to relate results emphasize free-play, uncertainty, and a reactive
threat. Consequently, designing experiments is a matter of making well-informed
tradeoffs in order to achieve sufficient validity to support the purpose of the
experiment.
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Principle 3. Defense experiments should be designed
to meet the four validity requirements

The reader is encouraged to apply and adapt this Principle. However, the examples herein are based on
the specific perspective and experience of different lead-nation authors with contributions from other
participants. Therefore they may require supplementary effort to relate them to national perspectives.

Designing defense experiments to meet each of the four experiment validity
requirements is an art. This section will discuss the threats to validity associated with
each of the four experiment validity requirements (Figure 12). A thorough
understanding of the 21 threats and the associated good experiment practices is critical
to understand when to apply the good practices and what tradeoffs are required.
Tradeoffs are required when designing defense experiments because different good
experiment practices often work against one another. For example, one good practice is
to have multiple similar trials, called replications, to increase statistical rigor.
However, constructing similar trials where the Red-players operate the same way in
successive trials works against the good practice of ensuring independent Red-
player actions during each trial to increase realism. A thorough discussion of the
tradeoffs among the four requirements will be discussed in Principle 7, and also to some
degree in Principles 4 to 6.

The following discussion of the four experiment validity requirements, the threats to
validity, and the experiment techniques to address these threats is adapted from
[Shadish et al. 2002]. Their work serves as the foundation for the following discussion,
although several changes to their presentation are introduced here. Much of their
original terminology has been translated into military terminology, for example their
“maturation effects” is translated as “learning effects” and all examples of good
experiment practices are in regards to military experiments. Additionally, the following
discussion combines two of their original four requirements (construct validity and
external validity) into a single external validity Requirement 4, the ability to relate
results. In defense experimentation most effects of interest are straightforward
(detections, engagements, efc.) and there is far less emphasis on constructs. And
finally, the following discussion of Requirement 1, ability to use the capability, is not
considered as one of their original four validity requirements. They discuss it as a
“special problem” of experiment treatment implementation. It is elevated here as
Requirement 1 because it is consistent with the logic of experimentation (the left-hand
side of the hypothesis) and because it is such a prevalent problem in defense
experiments. Notwithstanding these adaptations to Shadish, Cook, and Campbell's
validity framework, the following discussion would not have been possible without their
book which culminates 40 years of investigating experiment validity in non-laboratory
settings.
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Capability

Perhaps some of the most frustrating and, unfortunately, most consistent “lessons
learned” from defense experiments are the following:

1.
2.
3.

4,

The proposed capability did not work as well as promised.

The players did not know how to use the new capability properly.

The experiment scenario was not sufficiently sensitive to the new capability. The trial results
occurred because of some dominant factor unrelated to the use or non-use of the new capability.

The experiment trial did not give the players the opportunity to use the new capability.

These experiment lessons are most frustrating since, in most cases, the majority of pre-
experiment resources and effort is expended toward developing and getting the new
experimental capability to the experiment. Ensuring that the experimental capabilities
can make a difference in the experiment outcome is the first logical step in designing a
valid defense experiment. In Case Study 2 as an example, failure to recognize this early
in a trial limited the value of the experiment.

The first four threats (Figure 16) to experiment validity, discussed below, indicate the
things that can go wrong when attempting to employ a new experimental capability in
an experiment.

Threats to the Ability to Use the Capability

THREAT

PREVENTION

Treatment

1. Capability not workable
*Do the HW & SW work?

« Ensure functionality of experimental capability is
present.

Unit
2. Player non-use

* Do the players have the training
and TTP to use the capability?

* Ensure player is organized, equipped, and trained
for capability use.

« Provide sufficient doctrine and SOPs for capability
use.

* Provide sufficient pre-experiment "practice time".

Effect

3. No potential effect in output
* Isthe output sensitive to
capability use?

» Conduct pilot-test impact on experiment outcome.
« Verify model input-output logic.

Trial
4. Capability not exercised

» Do the scenario and MSEL call
for capability use?

* Pilot-test the scenario and MSEL.
* Prepare White cell specific scenario injects and
monitor for use.

Figure 16 Threats related to the ability to use the capability
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3.1.1 Threats to Experiment Validity Requirement 1

3.1.1.1 Threat 1. New Capability Does Not Function

The most frequent threat to Requirement 1 is that the experimental hardware or
software does not work as advertised. It is well known that the experiment players will
attempt to make just about anything work but they cannot overcome primary
deficiencies in basic system functionality. One of the major corollaries to this threat in
the command, control, and communications area is interoperability. Systems that
interoperated in the designer’'s facility almost surely will not when brought to the
experiment. Good experiment practices to alleviate this threat are obvious but
challenging nonetheless. The experiment director needs to schedule frequent
demonstrations of the new capability’s functionality and interoperability prior to the
experiment. These demonstrations should include pilot tests in the environment of the
experiment with all of the other systems where possible.

3.1.1.2 Threat 2. Experiment Players Cannot Use the New Capability to its Full Extent

The second most prevalent threat to Requirement 1 is that the experiment players are
frequently undertrained and not fully familiar with the new capability’s functionality.
This frequently occurs because the new system is not available for training until the last
minute. And on those rare occasions when the system is available, it is not fully
functional (Threat 1). Thus, a five-day pre-experiment training period turns into four
days of lectures about the system’s functionality with hands-on practice with an
incomplete system on the last day of scheduled training. Even when the system and its
functionality are available, new equipment training tends to focus on operator skills
rather than employment skills because the tactics, techniques, and procedures (TTPs)
for optimum employment are non-existent or immature. Too often the TTPs are
developed by the experimental unit during the early experiment trials. Similarly, for new
and complex staff-support systems the standard operating procedures (SOPs) are not
developed. So while the operators may be trained on their operational role with the
new processes, the procedures for receiving inputs and providing and incorporating the
outputs of a new process will falter.

Once again the good practices are obvious, especially in the military where training is
an integral aspect of the everyday mission. The key is to anticipate the problems
identified above and provide sufficient “practice time” for players to be able to operate
and optimally employ the system. This means that not only does the new functionality
and interoperability need to be available and thoroughly tested prior to experimental
unit training, but also that the TTPs and SOPs have to be developed concurrently with
the new capability development; no easy task when developing operational procedures
for a capability that does not yet exist in its final form.

3.1.1.3 Threat 3. New Capability Cannot Impact Experiment Outcome

While the previous two threats are generally acknowledged and the associated good
practices are well established, Threat 3 often falls below the horizon. Threat 3 identifies
the need to ask oneself: “If this system is used to its fullest extent, will it make a
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noticeable difference in the experiment?” Is the experiment environment sensitive to
its potential impact? Several good practices ameliorate this threat.

Pilot tests, full-dress rehearsals®’, prior to the start of experiment trials not only provide
a check on Threats 1 and 2, but are also the best way to counter Threat 3. The
experimenter should examine the experiment environment to see if it is structured to
give the new capability a fair chance to demonstrate its advertised strengths. If the
experiment is to be a comparison between the old and new capability, it is critical to
include the old capability in the pilot test. It is always a good idea to structure some
experiment trials where it is expected that the old system may perform equivalent to
the new capability and experiment trials where the advantages of the new capability
should allow it to excel. Both of these trials should be examined during the pilot test to
test these assumptions. If one does not see indications of performance differences
between the old and new capability during the pilot test, this should be a strong
indication to re-examine the ability of the trial scenario to show a difference.

If the experiment is to examine various levels of the capability (or the same capability
under distinct conditions), by design increase the differential between the various levels
or the distinct conditions in order to increase the chance of seeing differences in
experiment outcomes.

When the primary action and results during the experiment trial action occur within a
simulation, the sensitivity of the simulation to differences between the old and new
capability should be part of the simulation validation and accreditation effort. New
experimental capability such as new sensors, new transporters, or new weapons that
are to be simulated can be rigorously tested in simulation prior to the experiment itself.
Pre-experiment simulation of the old and new capabilities can also serve to identify trial
scenario conditions that will accentuate similarities and differences as discussed above.

3.1.1.4 Threat 4. New Capability Not Employed During Trial

This is the most unfortunate threat in this group. After great effort to counter the first
three threats, e.g., getting a fully functional capability on time, providing adequate
operator and employment training, and ensuring that the new capability would make a
difference; it would be unfortunate if the new capability never had a chance to be
employed during the experiment trials. This occurs when the new capability is not the
primary focus of the event. This most often occurs when conducting embedded
experiments within large operational exercises or training exercises; or when
conducting a small “side-experiment” within a larger experiment involving a major
operation.

Good practices for preventing Threat 4 include developing a detailed master scenario
event list (MSEL) that lists all scenario injects or events that are to occur over the
course of the experiment trial. Pre-planned scenario events are specifically developed to
drive the experiment players to deal with specific situations that allow for or mandate
the use of the new capability. The experimenter continually monitors the trial and

7 Also known as a “dry run” in some communities.
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ensures that all the MSEL events occur. The experimenter should also monitor the
experiment players to see if they reacted accordingly to the scenario events. If the
players did not attempt to employ the new capability when the MSEL event occurred,
was it because they did not see the event? This situation needs to be avoided. In
order for the new capability to rise or fall on its own merit, it must be employed.

3.1.2 Summary

Good practices associated with the above four threats are not new. They are
paradoxical, most obvious but most frequently violated, thereby engendering the most
frequently expressed lessons learned in past defense experiments. Why is this so?
First, the schedule for defense experiments is fixed to a particular calendar “window”
because operational forces need long lead times to commit to participation. New
capabilities, however, involving innovative software or hardware configurations seldom
meet their optimistic development schedules. As a result, the experimenter is faced with
a dilemma: either execute the experiment during the pre-planned window with the
capability functionality “as-is” or skip the experiment altogether; because the
operational resources, notably the experimental unit and “range time,” will elapse at the
end of the experiment window. Second, insufficient time is allocated during the
experiment window for player training on the new capability and scenario rehearsals
because experiment-window durations are minimized to reduce the impact on scarce
operational resources. Understanding Threats 1 through 4 and their impact on validity
Requirement 1 is the first step in the ability to apply the good practices listed above.
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3.2 Experiment Validity Requirement 2: Ability to Detect Change

3.2.1 The Importance of Change

As previously discussed, the most basic paradigm of an experiment is “doing something
and seeing what happens.” This section focuses on the “seeing what happens” and is
appropriately titled “detecting change.” Detecting change is reflected in observing or
measuring an increase or decrease in the “effect” variable after each experiment trial.
In defense experiments the experimental effect is called the measure of performance
(MoP) or measure of effectiveness (MoE). For the discussion in this section the MoP or
MoE will be simply referred to as the effect.

There is a logical order to the four experiment validity requirements. The ability to
detect change in the effect from the trial with the new capability when compared to the
trial with the old capability is the second logical requirement for a good experiment. If
Requirement 1 was not met and the new capability was either not successfully
employed or the scenario was not sensitive to its use, then there is no reason to expect
that the new capability would produce a change in the trial outcome. Similarly, we will
see that if the experiment did not produce an observable difference in the effect
variable, then it does not make sense to discuss Requirement 3 (the cause of the
change) nor to discuss Requirement 4 (the implications of change to a wider context).
Therefore, the ability to detect change is the critical second logical requirement.

3.2.2 Detecting Change is Observing Covariation

The ability to detect change in the effect is concerned with detecting covariation, that is
detecting a pattern of change between the treatment A and the effect B. Covariation
occurs when the size of the effect systematically varies with different applications of the
treatment: A and —A are the new sensor and the current sensor respectively’®. A
pictorial representation of covariation is presented as the Experiment X example in
Figure 17. If observations of experiment effects (such as targets destroyed, times to
detect, amount of supplies delivered) fluctuated widely from trial to trial, then no clear
covariation will be discernible (Experiment Y in Figure 17). Clear covariation represents
a high signal-to-noise ratio and presents a discernable pattern between the treatment
and effect. A low signal-to-noise ratio presents a difficulty in seeing a pattern of
covariation within the experiment noise. The ability to detect trial-to-trial changes is
called statistical validity. The ability to draw statistical conclusions from an experiment is
the ability to detect covariation between different levels of the treatment and the effect.
The ability to detect change is statistical power.

8 A and ~A (A and not A), denote using a new capability and not using it respectively.
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Detecting Changein the Effect

*Given that A was employed
*Next Question: Was a change in B detected?

Ability to detect changein B: Statistically Valid Experiment
Detect Change = Detect COVARIATION (B changeswhen A isapplied.)
Not detecting B changeswhen A is not applied, —~A.

Experiment X Experiment Y
m| Covariation No Covariation |m
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Figure 17 Detecting change in the effect B

Two different mistakes can be made when deciding if change was detected or not. The
first mistake is not detecting real change. Experimenters mistakenly conclude that A
and B do not covary; when, in reality, they do. That is, they see the no-covariation
“Experiment Y” in the computer printout of the data, but “Experiment X” covariation is
what really occurred. In statistics this error is referred to as a “7ype I/ error.” This
error is examined first because most defense experiments often have a low signal-to-
noise ratio when attempting to measure effects of experimental capabilities in complex
military operations in realistic environments. It is often difficult to see a dramatic
difference when the new capability is introduced. Therefore, threats to the ability to
detect a difference in an experiment are discussed first.

The second mistake is /ncorrectly detecting change. This error occurs when
experimenters mistakenly conclude that covariation exists between the treatment and
the effect; when, in reality, it does not. This is akin to seeing “Experiment X” (Figure
17) covariation in the computer printout of the data whereas “Experiment Y” no-
covariation is what really happened. In statistics this is called a 7ype / error and is
discussed second because it pertains to more technical issues of statistical assumptions
and error rates.

The six threats to detecting change can be grouped according to whether they increase
the risk of the first or second type of error (Figure 18). The five threats to the ability to
see real change because of too much noise will be discussed first.
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Figure 18 Threats to detecting experiment change

3.2.3 Not Detecting Real Change

This problem arises when experimenters incorrectly conclude that a treatment is
ineffective. As an example, suppose that in actual military operations a new sensor
system (treatment variable) would produce quite a few more detections; but the
experiment did not produce a discernable increase in effectiveness for the new sensor
and the experimenter incorrectly concluded that there was insufficient “goodness” or
added value for purpose in the new sensor. There was too much noise in the
experiment to see the correct signal. The real change was buried in experiment clutter.
The ability of defense experiments to produce discernible results is technically referred
to as statistical power. The following five sources of experiment noise are the five Type
Il threats to detecting change.

3.2.3.1 Threat 5. Capability Variability

Noise from capability variability arises from two different situations. The first instance of
experiment noise occurs when a capability system has to operate continuously over the
course of a lengthy trial. This arises when systems such as communication systems,
sensors, and data systems need to be operational continuously and functioning at a
constant level over the course of many hours. It is an important good practice to
maintain the consistency of an experimental capability during the entire trial.
Maintaining the constancy of the capability for long durations is not always easy.
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Prototype systems are often unreliable and may stop functioning during a trial. They
may also undergo unplanned hardware, software, or training modifications during long
trials. This random capability variation within a trial will diffuse the effectiveness of the
treatment making it difficult to detect a true change from trial to trial.

Good practices include providing sufficient pre-experiment operating time for immature
new technology to ensure it will work consistently for the duration of an experiment
trial. For an immature unreliable system, incorporate an experiment-fix-experiment
methodology by designing a series of short experiment trials with treatment fixes
occurring between trials rather than incorporating capability fixes (changes) during one
long experiment trial. In this manner, the capability is held constant during each trial
but allowed to improve from trial to trial in a systematic fashion. This experiment-fix-
experiment approach now has multiple, sequential capability levels that can be
examined separately.

The second instance occurs in experiments where multiple versions of the capability are
employed simultaneously within a single trial; for example, giving all members of a
platoon a handheld radio to see if that improves overall platoon performance. If each
handheld radio functions erratically, any true platoon improvement “signal” may be
obscured by the variable performance “noise” within a trial. A good practice is to
calibrate all experiment articles for consistency prior to pilot testing so that the new
capability is held constant within the experiment trial. Use the pilot test to ensure all
copies of the new capability function equivalently. After the experiment the
experimenter can assess the extent of capability variability by comparing individual
scores across items. When variability is a result of a few outlier cases, the experiment
analysis can be performed with and without outliers to determine their impact on the
results.

3.2.3.2 Threat 6. Player Variability

Noise from player variability also arises, and certainly occurs, in experiments where
multiple individuals or multiple teams of individuals are used to obtain multiple
observations (replications) of one treatment condition: for example, using four different
side-by-side gun crews to test the accuracy of a new gun at 1000 meters. Non-
standardization among different operators, crews, or units increases error variance.
Non-standardization occurs when each operator or each team has a different level of
training, a different experience level, or different motivation to participate.

It is always best to deal with this threat prior to the experiment. Good practices include
increasing standardization across experiment teams prior to the experiment.
Standardization among experiment teams can be improved by training everyone to the
same level of performance prior to start of the trial. When possible, select similar
(homogeneous) players to participate in the experiment to reduce player variability.
However, this will compromise Requirement 4, external validity.

After the experiment the experimenter can assess the extent of standardization by
comparing individual scores across player teams completing the trial. Variability in these
scores can sometimes be statistically corrected using covariance analysis with pre-
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experiment training and experience scores. Alternatively, when there are only a few
outlier cases, they can be statistically identified and the analysis performed with and
without outliers to determine the impact of outliers on the conclusions. The post-
experiment statistical corrections are always risky due to the statistical assumptions that
accompany them.

3.2.3.3 Threat 7. Data Collection Variability

Many different data collection techniques are available to measure effects in defense
experiments. Data collection devices include elaborate instrumentation tapping directly
into system data busses; and not so elaborate procedures, such as data collectors,
guestionnaires, and observations from technically proficient observers, referred to as
SMEs. Inconsistencies in any collection device will obscure true change within
measurement variance.

Reliable measurement is the principal good practice for countering Threat 7. A reliable
measure provides consistent output for a particular stimulus. Data collection measures
have been divided into two categories: objective and subjective. Objective measures
mean “without human judgment” and include instruments such as laser receivers,
electric in-line counters, cameras, software logger algorithms, and so on. Subjective
measures, on the other hand, signify “with human judgment” and include player
surveys, data collectors to record visual and acoustical events, and subject—matter
expert (SME) observers to record and infer why an event happened or evaluate the
“goodness” of actions.

It is incorrect to assume that all objective measures are inherently reliable (consistent)
and all subjective measures are unreliable (inconsistent). All data collection instruments
need to be calibrated to ensure their continued consistency throughout the experiment.
It is always a good practice to pretest and calibrate electronic data collection
instrumentation to verify consistency.

A good experiment practice is to use objective measures whenever possible. Objective
data collection instruments still need to be calibrated. These measuring devices can be
calibrated to familiar metrics. For example, a timestamp recorder may be “certified” to
vary by no more than plus or minus two seconds.

The techniques for calibrating the consistency of player surveys and human data
collectors is less understood but procedures for doing so exist [Kass 1984]. Calibration
surveys and data collectors “objectify” traditional subjective measures. Subjective
measure still retains human judgment but the human judgment can be made more
consistent. Calibrating the consistency of player surveys is called “item analysis.” A
player questionnaire intended to measure the adequacy or quality of a process or
product can be calibrated with respect to consistency. That is, the extent that two
individuals with similar opinions will result in similar scores on the questionnaire. This is
the meaning of objective measurement of personal (subjective) opinion. Commercial
software programs such as SPSS and SAS provide routines that analyze individual
guestions (items) in surveys to determine their internal consistency with other related
items in the survey. In general, increasing the number of related questions about a
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particular judgment in a questionnaire increases the reliability of player survey
judgments. In this manner questionnaire scales can be calibrated to quantifiable
consistency indices, e.g., .85 internal consistency reliability. Using multiple
guestionnaire items to assess a player response and calibrating these items using item
analysis is a good practice for increasing the objectivity of player surveys.

Similarly, the consistency of data collectors can be calibrated by comparing their
observations across similar and dissimilar events during training. Data-collector
subjective assessment consistency can be enhanced by having individual data collectors
to provide multiple component ratings of a single event; for example, rating both the
completeness and usefulness of a report. The component assessments are then
combined to produce an overall “adequacy” score.

Additionally, the assessments from two side-by-side data collectors providing
independent assessments can be combined and averaged to provide a more consistent
assessment for the trial event. Averaging component scores of a single collector or
averaging across multiple collectors increases the reliability of subjective assessments.
Training data collectors to provide consistent responses and averaging across data
collector responses are good practices for increasing the consistency (objectifying) of
subjective data collector ratings.

3.2.3.4 Threat 8. Trial Conditions Variability

The prevalence in the experiment of uncontrolled variables that impact the
effectiveness of the treatment during a trial will artificially increase or decrease the size
of the effect for that trial. This unwanted variation may obscure the real difference
between trials.

A player unit that experiences different levels of temperature, weather, light conditions,
terrain, and threat levels in successive trials will fluctuate in performance during the
trial and this noise will obscure any potential effect signal when compared to another
trial. While military robustness may dictate that a useful experimental capability should
be able to stand out under any variation in the military environments, many early
capabilities may be found to be effective in some, but not all conditions. If all conditions
are allowed to impact randomly, the capability potential for high effectiveness in some
particular conditions may be obscured in the average.

Early in an experimental campaign, a good practice is to reduce the number of
uncontrolled variables to determine under what conditions, if any, an effect can be
detected. Additionally, a signal is more likely to be detected in an experiment with a
number of shorter trials with constant conditions rather than one long trial having a
wide variety of conditions. In such cases, changes should occur between trials rather
than within trials.

When constant trials are not achievable (or desirable) and the sources of the
differences (variability) between trials can be identified, some reduction in the variance
can be accomplished by using statistical designs such as paired comparisons, matching,
within-subjects designs, blocking designs, and ANCOVA (analysis of covariance). Each

TTCP GUIDEX 15-Feb-06 75



P3 Four Experiment Validity Requirements

of these statistical techniques can reduce the size of the error term, thus making the
signal (treatment effect) to noise (error variation) larger and more likely to produce a
statistically significant result. However, there is a tradeoff in that each of these
techniques also decreases the degrees of freedom associated with the denominator of
the error term. Thus, these techniques only reduce noise when the reduction in the
error variation in the numerator is not offset by reduction of degrees of freedom in the
denominator. These techniques work best when the matching, blocking, and covariate
variables are highly correlated with the effect.

3.2.3.5 Threat 9. Low Statistical Analysis Power

The risk of failing to detect a real change is known as a Type Il error. There are three
ways to inefficiently employ statistical analysis that would jeopardize the ability to
observe a real change brought on by employment of the new capability. The good
practices associated with each of these problems are as follows.

Inadequate Sample Size. There are available techniques for estimating sample size
requirements to achieve specific levels of statistical power. The ability of an experiment
to detect an effect of some postulated magnitude is known as the power of an
experiment. In general, the larger the sample size, the greater the statistical power.
While sample size is most often the main consideration for determining statistical
power, it is not the only contributor.

Setting Type | Risk Too Low. There is a direct correlation between Type | risk
(discussed next) and the current Type Il risk problem. If the experimenter focuses
solely on preventing the Type | error to prevent seeing a positive result that is solely
due to chance, the experimenter runs the risk of creating too stringent a condition that
will not allow a small positive result to show up as statistically significant. Allowing a
higher Type | risk (accepting more risk by using a risk level of 5 percent rather than 1
percent) correspondingly reduces the Type Il risk, thereby increasing the power of the
statistical technique. When setting the Type | and Il risk levels for statistical analysis,
experimenters need to consider the consequences of each.

Inefficient Statistical Techniques. Statistical techniques differ with respect to statistical
power. T-tests of paired comparisons have more statistical power than t-tests of
independent observations. Parametric techniques are generally more powerful than
nonparametric techniques but are more demanding on hypotheses related to input and
output variables, or the knowledge required from previous experiments.

3.2.4 Incorrectly Detecting Change

In statistics, a Type 1 risk is the possibility of incorrectly concluding that A and B covary
leading to the incorrect conclusion that an experiment treatment is associated with a
positive result. If the previous Type Il threats are the problem of being too
conservative, this Type | threat can be characterized as the problem of “too liberal”
interpretation of results. It is easier to make this mistake, when a small change in the
effect is detected. For example, suppose in a sensor experiment the average effect for
the new sensor was 4.6 detections while the current sensor achieved 4.4 detections. Is
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this small change an indication of a true difference between capabilities or is this
difference due to chance? Of course, the easiest way to incorrectly conclude that a
small positive result reflects a true difference in capability is to not conduct statistical
analysis of the data.

It is a natural human tendency after conducting an event a small number of times (say
three times, /e., three trials) and observing a positive result two out of three times, to
conclude the experimental system is better. However, we know that flipping a coin
three times can result in two heads even though heads and tails are equally likely.
Computing statistical analysis of experiment data and getting “statistically significant
results” indicates that the observed positive result did not occur by chance (as can be
found when flipping a fair coin a few times and getting more heads). All experiment
results should be subjected to statistical analysis before drawing conclusions about
whether the observed change resulted from chance variation or from a difference in
treatment capabilities. When conducting statistical analysis, however, the following two
threats need to be considered to ensure that the analysis technique itself does not
produce the false positive conclusion that the statistical analysis is designed to guard
against.

3.2.4.1 Threat 10. Fishing and Error Rate Problems

The likelihood of incorrectly detecting a false change increases as the number of
statistical comparisons in a single experiment increases. This is relevant when collecting
data on many different measures in one experiment; for example, detection times,
detection ranges, detection rates, and so on. Binomial probabilities can be used to
estimate experiment-wide error. If data for four different measures (k=4) are collected,
and each is independent and analyzed in a statistical hypothesis at the 95% confidence
level (alpha=.05), then there is only a 81% confidence [(1-alpha)‘=(1-.05)*=.81],
rather than a 95% confidence, that all four hypotheses will be true. In other words,
there is a 19% probability that at least one of the four individual comparisons will
erroneously be accepted as positive (incorrectly concluding A and B covary). A 19%
chance of an erroneous conclusion is much higher than the advertised 5% probability.
One way to decrease the multiple-comparison error rate is to increase the confidence
level for the individual comparisons. A Bonferroni correction is obtained by dividing the
desired alpha level by the number of planned statistical comparisons; in this example
.05/4=.0125. A conservative alpha level of .0125 instead of .05 for each of the four
individual comparisons would increase the overall confidence level for four comparisons
from 81% to 95% [(1-.0125)* =.951]. Note that the sample size requirement to achieve
a 98.75% confidence instead of a 95% confidence can be great. An alternative to
correcting for multiple independent comparisons is to conduct a multivariate analysis of
variance (MANOVA). It should be remembered, however, any correction for multiple
comparisons is conservative and thus makes it more difficult to detect an important
small change.

Statistical analysis of data requires that certain assumptions be met to correctly assess
hypotheses at a specified risk level. Violating assumptions of statistical tests increases
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the risk of a Type | error; although sometimes it can also increase the risk of a Type Il
error. Not all assumptions are equally important. Analysis of variance (ANOVA) is fairly
insensitive to departures from assumptions of normality or equal within-cell variances.
Analysis of covariance (ANCOVA), on the other hand, is quite sensitive to its
requirement for homogeneous within-group regression slopes. Nonparametric
techniques require fewer assumptions than parametric statistics concerning the level of
measurement and underlying distribution. During the experiment design stage,
evaluating whether field data will meet the assumptions of the planned statistical
analysis is based on experimenters’ experience with similar type data. After data
collection, most assumptions for use of a particular statistical technique can be
assessed empirically.

3.2.5 Increasing Experiment Detectability

As Figure 18 indicates, threats to detecting change in the effect arise in all five
elements of an experiment. Many experimenters focus on sample size as the key, but
from the same figure it can be seen that sample size is only a component of low
statistical power and that statistical power is only one threat to experiment variability
affecting the ability to detect a real change (Type Il error). The good news is that all
five of the Type Il threats (Threats 5 through 9) can be ameliorated to some extent as
discussed above. The key is reducing variability in the experiment execution. There are
statistical techniques for estimating the probability of detecting a change of a certain
magnitude in a specific effect. This technique is known as “power analysis.” The ability
of an experiment to detect an effect of some postulated magnitude is known as the
power of an experiment. Analysis of experiment power before data collection takes the
form of estimating sample sizes needed for statistical comparisons. After data collection,
the experimenter can assess the amount of statistical power the defense experiment
actually provided.

3.3 Experiment Validity Requirement 3: Ability to Isolate the Reason
for Change

3.3.1 Two General Types of Experiment

After the experimenter has reasonable assurance that the new capability will be
employed and the experiment is designed to detect a change in the effect if it occurs,
the next logical question is whether an observed result B is caused by the new
capability A or is a result of some other influence C. For example, suppose the player
unit with the new system was more experienced than the unit with the current system
at the start of the experiment. The experimenter could not conclude that an increase in
performance by the new-system unit over the current-system unit was the result of the
new system. The difference may have been a result of the player unit with the new-
system beginning the experiment with more experience. Ability to identify the correct
cause of any observed change is termed design validity. Threats to design validity are
often referred to as problems of confounding (Figure 19). Confounded results are
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experiment results that may be attributed to a number of alternative, plausible
explanations. Confounded results mean that the reason for any observed change in
effectiveness cannot be isolated to the intended cause, the new capability. An
experiment high in design validity has eliminated or reduced the potential for alternative
explanations to observed changes so that the only remaining explanation is the new
capability.

| solating the Reason for Change

*Given that A was employed
*Given that B changed as A was applied
*Next Question: What really produced the changein B?

Design Validity--A alone caused changein B
*Threat -- Something other than A caused changein B
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Multiple Group Design
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Figure 19 Isolating the reason for change

Threats to the ability to isolate the cause of change can be classified into two different
groups: threats affecting single-group experiments and threats affecting multiple-group
experiments. Defense experiments can be categorized as either a single- or multiple-
group design. There are two types of single-group designs. A single-group experiment
comparing the old capability to the new capability will have one player unit use the old
capability and then use the new capability in a similar scenario. A second single-unit
experiment occurs when there is no comparison to the old capability. A single player
unit is trained with the new system and conducts operations with it during the
experiment under multiple conditions. In multiple-group designs, on the other hand, at
least two different player units are involved in the experiment, each player unit
assigned to different treatment conditions. Multiple-group designs are employed when a
second player unit operates an alternative system in a side-by-side comparison
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experiment. If this alternative system represents the current baseline system, then the
second player unit is the control group.

| solating the Reason for Change
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Figure 20 Sequence problem in single-group designs

3.3.2 Single-Group Experiment Causality Determination Problems

The Achilles heel of single-group designs is the problem of order effects. Problems arise
when attempting to compare early trials to later trials. Trial order distorts comparisons
between trial conditions. A simplified pictorial model can illustrate this problem. In
Figure 20 three potential ways to order a sequence of trials are provided as Sequence
1, 2, and 3. The three numbers below each trial quantify the treatment effect, order
effect (learning effect), and observed effect. We can hold the treatment effect A
constant for each trial by giving the treatment effect a quantity of 1 for each trial to see
the impact of the trial sequence on what we observe. By giving the treatment effect a
consistent quantity of 1 for each trial, we are saying that the treatment (a new sensor
system) had the same effect regardless of the condition under which it was operated.
Consequently, any differences in the observed trial effect B resulted from some other
factor C.

In this simple example, Factor C is called a learning effect. In Sequence 1 and 2, the
observed increase for the current sensor performance is solely the result of the learning
effects. Increase in player task proficiency as a result of their experience from one trial
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to the next is reflected in the increase of 0, 1, 2, and 3. One method to reduce this
order effect is to use a counterbalanced sequence as illustrated in Sequence 3. Order
effects need to be closely monitored in experiments because trials are often sequenced
to accommodate resource availability rather than experimental design considerations.
For example, battlefield smoke trials are usually conducted close together (early or late
in the sequence) to coincide with the availability of smoke generators. The following
four threats occur when a player unit undergoes experiment conditions in some
sequence or order (Figure 21). Sequence threats occur when the experimental unit
includes real operators because humans have memories and learn from experience.
Computer experiments employing virtual operators are not plagued the same way by
these sequence threats because computer players are often memoryless.

| solating the Reason for Change
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Figure 21 Isolating the reason for change for single-group design order effects

3.3.2.1 Threat 11. New Capability Changes from Trial to Trial

In single-group experiments the functionality of the capability (new system, new
process, or new organization) needs to remain constant over time across the different
design factors in order to assess whether the new capability is equally effective under
different trial conditions that occur later in time. If an intended level of the capability
increases or decreases over the course of a single-group experiment that conducts
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different treatment conditions in subsequent time periods, then it will be difficult to
disentangle the true cause of any detected change.

The primary good practice to prevent Threat 11 is to allow sufficient time in the pilot
test prior to the experiment to ensure the stability of the new-capability functionality for
the duration of the experiment. During the experiment, continually monitor the
functionality to ensure that the “inherent capability” of a treatment does not change
during the course of different experiment trials. Monitoring for changes in the
treatment, counterbalancing trial sequences when possible, and checking for any
increases or decreases in performance over time across successive trials are generally
good techniques for reducing this threat.

Sometimes new capabilities, especially experimental future systems, undergo major
modifications during a field experiment in order to correct discovered deficiencies in
their functionality. These may be hardware, software, or training modifications. An
experiment-fix-experiment design encourages and incorporates these modifications.
Furthermore the earlier discussion on methods also allows for an alternative fix-
experiment-fix design approach. The key question is whether earlier trials conducted
prior to the modification need to be rerun in order to make a comparison to the post-fix
trials.

3.3.2.2 Threat 12. Experiment Players Change from Trial to Trial

Soldiers, airmen, seamen, and marines participating in field experiments will change
during the exercise. If the change is one of maturation, players become more
experienced and proficient. This is referred to as a learning effect. If the change is one
of degradation, players become fatigued, bored, or less motivated. Player changes over
time will produce an increase or decrease in performance in later trials and this change
in performance is unrelated to the change in designed treatment conditions. This makes
deciphering the real causality of change difficult.

To reduce this threat, good practices such as counterbalanced techniques, as illustrated
in Figure 20 should be used when possible. Also, ensure that player units are trained to
maximum performance and operate at a steady state. After the experiment is over,
check for increasing or decreasing trends over the temporal sequence of trials.

Since the “learning effect” dominates defense experiments (experiment players
generally becoming more proficient as the experiment proceeds), the best technique is
to counterbalance the sequence (as previously shown in Sequence 3, Figure 20)
specifically for this effect. When counterbalancing is not possible, a good practice to
counteract the learning effect is to conduct the future new-capability trial first and
the current-capability trial last. Any observed improvement for the new capability when
compared to the current capability, has “overcome” any learning effects. The
experimenter has deliberately biased the sequence of trials so that “learning effects”
favor the baseline system. As a result, any performance improvements for the future
system can be credibly attributed to the inherent capability of the future system.
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Monitor for player attrition, which might impact trial results near end of the experiment.
When possible, compute each trial’s outcome for only those players who completed all
trials. After the experiment, analyze the trial data arranged by time to determine if
increases or decreases in performance over time occurred irrespective of the nature of
the trial. If temporal increases or decreases are found, analysis of covariance can be
used (with caution) to statistically correct for unrelated temporal changes.

3.3.2.3 Threat 13. Data Collection Changes from Trial to Trial

There is always a danger that observed effects may be due to changes in the data
collection instrumentation or procedures rather than changes in the test unit
performance. As the test progresses, data collectors become more experienced and
change their opinions as to what constitutes effective or ineffective responses, or they
may become careless and less observant. Similarly, data collection instrumentation may
change for the better or worse. Instrumentation technicians may improve their
procedure, making it more precise. Conversely, instrumentation may deteriorate if it
loses calibration.

Threats to design validity based on data collection changes are reduced by good
practices such as: 1- monitoring for changes in data collection procedures,
counterbalancing trial sequence when possible, and monitoring for any increases or
decreases in performance over time; 2- re-calibrating sensitive data collection
instrumentation before the start of each successive trial; and 3- monitoring for data
collector attrition or data collector substitution after a trial has started. When possible, a
good practice is to compute each trial's outcome for those data collectors who
completed all trials to see if their responses differ from those who did not complete all
trials.

After the experiment, analyze the trial data arranged by time to determine if increases
or decreases in performance over time occurred irrespective of the nature of the trial. If
temporal increases or decreases are found, analysis of covariance can be used (with
caution) to statistically correct for unrelated temporal changes.

3.3.2.4 Threat 14. Trial Conditions Change from Trial to Trial

This threat represents all of the uncontrolled variables found in the experiment setting
such as weather, terrain, light conditions, starting conditions, and free-play tactics. To
the extent these variables fluctuate randomly throughout the test, they constitute
Threat 8 to detecting change. To the extent, however, they change non-randomly and
produce an overall increase or decrease in performance over the sequence of trials,
they constitute a threat to single-group design validity by providing alternative causes
of change in performance from trial to trial.

Good practices for holding this threat in check include exerting as much control as
possible over the trial start and execution conditions, monitoring any changes in the
test setting from trial to trial, counterbalancing trial sequence when possible, and
checking for any increases or decreases in performance over time across trials.
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3.3.3 Multiple-Group Experiment Causality Problems

| solating the Reason for Change

MULTIPLE-GROUP DESIGNS

) ) ) Phase 1 Phase 2
* Different player unitsreceive [unit C wit curent
different treatments Unit D with Future 7B

o Order-effect threats are neutralized
« if same sequence given to both groups, and
» all comparisons are between groups
(Compare Unit C with current systems to Unit D with future systems

Multiple-group design threats. Changein B (between groups) may be due to...
player group differences
edata callection differences between groups
otrial condition differences between groups

...instead of due to A.

Design Validity: A (current vs Future) alOne caused change in B

Figure 22 Isolating the reason for change in multiple-group design

In multiple-group designs (Figure 22) the sequence of trials is no longer the primary
concern. If both the new-system player unit and the control player unit conduct their
day trials first and the night trials last, any artificial increase or decrease in the
subsequent night trials will affect both groups. Comparisons between the two groups
for performance differences during night trials (or day trials) are immune to order effect
threats as long as both groups undergo trials in the same sequence, the rate of change
for both groups is similar, and the focus of the analytic comparison is between groups
rather than within groups. That is, we are more interested in comparing new-system
night trials with o/a-system night trials (between-groups comparison) rather than
comparing new~system day trials to newssystem night trials (within-groups
comparison).
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| solating the Reason for Change
MULTIPLE-GROUP DESIGN UNINTENDED DIFFERENCES

THREAT PREVENTION
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Effect © Different instrumentation * Conduct pretrial and posttrial comparisons.
« Different SMEs and data collectors * Rotate data collectors between groups.
17. Trial Condition Differences
Trial -« Different OPFOR tactics « Use simultaneous presentation when possible
« Different environmental conditions » Measure trial conditions for comparability.

Figure 23 Multiple-group design unintended differences

The primary concern in multiple-group designs is potential confounding due to the
inherent association of separate treatments with different player groups. The following
three threats (Figure 23) are critical to isolating the true cause of change for between-
group comparisons.

3.3.3.1 Threat 15. Player Differences Between Experiment Groups

Inherent differences between player units may result in spurious differences between
treatment groups. Assignment of different units to different conditions is necessary
when a player unit cannot undergo both treatment conditions sequentially. This occurs
frequently in field experiments of new systems since a single player unit cannot be
experimented under both the old and new systems. The unit would not be at the same
level of experience when it began to use the second system. When different player
units undergo different treatment conditions, there is always the danger that any
results may be because of some characteristic differences between the units, rather
than differences created by the treatment systems. There are six different aspects of
grouped differences to be considered.
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Threat 15-1. Initial Group Differences. This is the major consideration. Player units
may differ at the beginning of the experiment in a way that will influence the outcome.
Initial group differences arise because of unequal non-randomized group assignment.

1. The ideal good practice to achieve equal assignment is to measure all of the characteristics of the
player units that affect experiment outcome. These characteristics might include years of
experience, gender, and rank. Assignment to treatment conditions based on these measured
traits is an attempt to make the player groups equal at the start of the experiment. Assigning
matched individuals to different treatment groups is seldom possible since soldiers come to the
experiment as part of an existing unit and most defense experiments involve integral player
units. Assignment based on measured traits, even when doable, is probably not that effective.
Those traits most likely to influence the outcome—motivation and leadership—are the hardest to
measure.

2. An alternative good practice to matching is random assignment. In an experiment involving a
large number of players, for example 50 riflemen, it is possible to randomly assign the soldiers to
different treatment conditions, for example, current weapon and future weapon. The advantage
to randomization is that it equates the two groups on all characteristics (measurable and non-
measurable) that could affect the experiment results. Unfortunately, randomization only works
when a large number of experimental units (individual soldiers, teams, crews, and sections) are
in the experiment and random assignment does not affect unit integrity.

3. When it is not feasible to equate treatment groups before the experiment, a good practice for
accounting for inherent group differences can be facilitated by experiment design manipulations.
One technique is to have each group participate as its own baseline. As an example, in a field
evaluation of two competing advanced helicopters X and Y, six pilots who flew advanced
helicopter X also flew the current baseline helicopter and six other pilots who flew advanced
helicopter Y also flew the current baseline helicopter. One of the outcome measures showed that
version X performed better than version Y. However, when compared head-to-head in the
baseline helicopter, the version-X pilots also performed better than the version-Y pilots. Thus, the
correct interpretation is that no performance differences attributable to helicopter differences
were found. Performance differences were correctly attributed to initial, inherent group
differences.

Threat 15-2. Evolving Group Differences. Treatment groups, assessed as equivalent at
the start of an experiment, may not be equivalent at the end of the experiment. This
occurs in experiments that continue over a long duration, say several weeks or months,
and players in the different treatment conditions drop out at different rates. Dropouts,
or “experiment casualties,” are individuals who leave before completion of the
experiment for any number of reasons: for example, emergency leave or change of
assignment. Artificial group differences may evolve when more players in one
experimental condition drop out than in the second condition. A differential dropout rate
does not result in initial group differences. Instead, it results in differences between
groups after the experiment has started even though the groups may have been
equivalent at the beginning of the experiment. A good practice is to monitor experiment
casualties in long experiments for their potential impact on group results.

Threat 15-3. Designed Group Differences. Some experiments are designed to begin
with nonequivalent groups. This occurs in defense experiments of training devices
where soldiers who scored low on some index are assigned to additional training on an
experimental new training system. For example, soldiers with low marksmanship scores
may be assigned to an experimental laser rifle-training program. The danger in
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assigning individuals to treatment conditions based on prior performance is that their
performance will change automatically. Individuals with low pre-experiment scores will
exhibit an increase in post-experiment scores while individuals with initial high pre-
experiment scores will exhibit a decrease in post-experiment scores. This shift toward
the middle of the experiment score range (regression toward the mean) occurs in the
absence of any additional training and is a result of the measurement error involved in
obtaining the initial high and low scores from the pre-experiment. Consequently, players
assigned to a training condition based on low scores will show an improvement upon
re-experimenting even if the new training system is irrelevant to performance.

A good practice to reduce this risk is to establish a control group. Soldiers with low pre-
experiment scores would be assigned randomly to two groups: a control group and the
new-training group. The control group would not participate in any remedial training.
While both groups will show improvement upon retesting, if the new-training group
shows more improvement than the control group, a case can be made for the utility of
the new-training system.

Threat 15-4. Unintentional Designed-Group Differences. Group differences can
unintentionally be occurring before the formal experiment begins; for example, if only
one of two equivalent player units was required to undergo pre-experiment activities. If
Unit X is required at the experiment site two weeks early for extra training to run
through a practice scenario to develop the associated techniques for employing the new
capability, then Unit X will approach the experiment differently than Unit Y.

Threat 15-5. Group Dominator Differences. When treatment groups are small, one
operator, one crew, or one team, or one individual may drastically influence the group
score for better or for worse. Larger groups are the best remedies. When this is not
possible, analysts should examine data for group dominator effects, sometimes referred
to as outliers. Group results can be analyzed with and without outliers included to see if
conclusions are reversed.

Threat 15-6. Group Motivation Differences. Experiment players will try to figure out
what the experiment or exercise is all about and behave accordingly. The threat to
design validity occurs when the separate treatment groups are operating under
different motivations, thereby confounding (confusing) the interpretation of any
treatment differences. There are three variations of this theme:

1. [Imitation. There is the danger that one group will imitate the other group rather than respond to
its own treatment. For example, in an experiment in which manual and automated intelligence
analysis systems are compared, the two groups may share information during lunch breaks.
Consequently, the group using the manual process may imitate the responses of the group using
the automated process. Not only does this exchange of information diffuse any potential
performance difference between two groups, the group using the manual procedure no longer
reflects an operational unit using only manual procedures. A good practice is to keep competing
groups continually separate throughout the experiment.

2. Compensation. This is called the "John Henry effect." When individuals become aware of being
evaluated in a less desirable or more strenuous condition, they will often push themselves harder
to outperform those in the easier condition. Experiment players in a baseline condition may push
themselves harder to demonstrate that they are better than the unit selected (with the

TTCP GUIDEX 15-Feb-06 87



P3 Four Experiment Validity Requirements

accompanying publicity) to receive the new, potentially superior system. Experimentation results
would run counter to the hypotheses and would be a result of motivation rather than the
intended treatment.

3. Resentment. This is the opposite reaction. Experiment players in the less-desirable experimental
condition may perform poorly as a result of being selected for this condition rather than the more
desirable condition. Their poor performance would exaggerate any actual effect due to the
experimental conditions.

Good practices for threats of compensation and resentment are not always easy to find.
At minimum the experimenter needs to continually monitor the attitudes and
motivations of different groups in the experiment so at least these threats, if operating,
can be recognized. Providing equivalent publicity and recognition to all groups in the
experiment will help to offset the natural feelings of compensation and resentment.

3.3.3.2 Threat 16. Data-Collection Differences Between Experiment Groups

The same amount of effort to ensure that two different player units are equal should
also be taken to ensure that data collection methods for each group are equal. For
example, in side-by-side comparison experiments different data collectors are assigned
to the different experiment player units. Are the data collectors assigned to the different
groups equivalent? Data collectors and the accuracy and reliability of the
instrumentation for each group need to be equal. Additionally, the allocation of data
collection devices between different experiment groups may reflect the experimenter's
expectation. Rosenthal [Rosenthal 2002] has described how the “experimenter's
expectancies” concerning the outcome of an experiment may bias the data obtained
(and even the subsequent data analysis). Expectations concerning which evaluated
system should be better may bias the results if data is collected differently. When this
occurs, it is difficult to know whether the reported outcome is a result of the intended
treatment or a result of the differences in data collection procedures.

A good practice is to ensure that the new-capability group does not get all of the best
instrumentation and most proficient data collectors. The experimentation team,
including the analysts, must continually scrutinize their own motivation to ensure that
their expectancies are not biasing the data analysis and collection.

3.3.3.3 Threat 17. Trial-Condition Differences Between Experiment Groups

This threat represents the uncontrolled variables found in the experimental setting;
such as weather, terrain, tactics, and opposing forces (OPFOR) experience (Red
players). To the extent uncontrolled trial variables impact the different experiment
groups differently, these influences constitute a threat to experiment validity
Requirement 3 by making it difficult to interpret differences in group performance.

This threat is always present in field experiments because two different player units
cannot occupy the same terrain and execute the same trial at the same time. There will
always be some trial differences. The goal is to minimize any difference that may affect
the outcome of the trial. The best practice to minimize this threat is to execute as much
of the trial as possible simultaneously for each treatment group. Experiments of
detection systems allow simultaneous presentation of targets to all experiment groups.
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This ensures that all environmental and most target characteristics are the same for all
shooters. To ensure equality of the target aspect angle, a shooter's position can be
alternated after each trial. Monitoring any differences in the experimental setting
between groups, and counterbalancing the trial sequence between groups when
possible, also reduce this threat.

3.3.4 Summary

In summary, the assessment of experiment validity Requirement 3, ability to isolate the
reason for change, is a logical assessment. This is in contrast to Requirement 2, ability
to detect change, which can be evaluated statistically. Assessment of Requirement 3
requires knowledge of what factors other than the new capability might affect
experiment results. Careful consideration and monitoring of the ongoing experiment can
neutralize many of the design validity threats. This is the one area where experience in
experimental design will pay dividends after the field exercise is completed. Attention to
Requirement 3 will allow analysts to interpret results in a clear, unambiguous manner,
attributing any changes in the outcome to the new capability alone.

3.4 Experiment Validity Requirement 4: Ability to Relate Results to
Actual Operations

3.4.1 Importance of Relating Results to Actual Operations

Ability to Relate Resultsto Actual Operations
DEFINITION

*Given that A was employed
*Given that B changed as A was applied
« and A alone probably caused changein B
*Next Question: Are these findings related to actual operations?

Operational Validity:
Experiment effects can be expected
in actual combat operations.

Threat - - Amount of change in the outcome measure B may not
occur in actual combat

Realism in conducting experiment is key to
eliminating threat

Figure 24 Threat to experiment operational validity

Let us now suppose that the experimenter was successful in employing the new
capability, detecting change, and isolating the cause. Now the question is whether the
experimental results are applicable to operational forces in actual military operations.
The ability to generalize experiment results to the operations of interest is termed
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operational validity. This fourth experiment validity requirement is the easiest to
understand but the most difficult to achieve. It is easy to understand that a defense
experiment ought to represent actual military operations (Figure 24). It is difficult to
achieve because many operational conditions of importance are difficult to represent in
the experiment environment. The more operational conditions represented in the
experiment, the easier it is to provide evidence that experiment results will be
applicable to an operational unit in an operational situation.

3.4.2 Threats that Diminish Experiment Generalizability

Experimental results are only useful to the extent they say something about the real
world. Generalizability is the scientific term for the ability to apply results outside the
experiment context. Ability to relate results pertains to experiment realism. The threats
to Requirement 4 limit the realism of the experiment itself making it more difficult to
generalize, or translate, from the experiment to military operations in real-world
operations. The following four threats illustrated in Figure 25 limit the ability to
generalize experiment results.

Threatsto Relating Experiment Results to Actual Operations
THREAT PREVENTION

18. Non-representative capability i . .
« Not functionally representative * Ensure functionality of experimental “surrogate”

Treatment capability is present.
19. Non-representative unit
* Levd of training --undertrained
or overtrained (golden crew)
» Nonrepresentative players

» Use actual end users.

* Provide sufficient pre-experiment "practice time."
» Use "typically trained" units

Unit

20. Non-representative measure

* Use of approximate measures
*Timeversus“in time”’

* Inadequate data source for measure
* Single data collector
* Qualitative measures only

 Use simulation to address complex measures based
on component measure input (model-exercise-
model).

» Use multiple data collectors.

* Show correlation to related quantitative measures
Effect

21. Non-representative scenario ) _—
« Blue operations inappropriate * Provide combat devel oper accreditation

« Threst unrealistic . Prov? de adaptiV(_a indep@dent accre_dited threat
- Unrealistic setting * Provide appropriate political and military
background

* Adaptive “free play” threat enhances scenario
setting and uncertainty

* Player familiarity with scenario

Trial

Figure 25 Threats to the generalizability of experiment findings
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3.4.2.1 Threat 18. Non-representative Capability

Future systems in defense experiments are rarely sufficiently mature to give confidence
in the representativeness of their future functionality. First, new capabilities continually
evolve before, during and after the experiment. As the capability evolves post-
experiment, it will be difficult to match the experiment results to its evolutionary
functionality. Second, and more importantly, new capabilities are dependent on
surrogates during experimentation and the question is the representativeness of the
surrogates to future functionality. In experiment validity requirements 1, 2, and 3 the
“internal validity” of the experimental capability concerned its employability, variation in
producing effects, and potentially changing functionality between trials. In Requirement
4, the question concerning the experimental capability concerns the “external validity”
of the experiment. To what extent is the experimental capability sufficiently
representative of the future “real” capability to conclude that the experiment findings
are relevant to the use of this future capability?

Very early-idealized surrogates tend to be overly optimistic in representing future
capability. Importantly, however, these optimistic surrogates are useful in examining
the worth of pursuing a particular capability experimentation campaign. These
experiments investigate whether an optimized capability can markedly improve
warfighting effectiveness. If the experiment results are negative, there may be
sufficient reason to not explore further. If positive results, a case can be made for
further experimentation on more realistic surrogates to get more accurate estimate of
potential effect.

Interestingly, as subsequent surrogates become more realistic, sometimes referred to
as prototypes, they may tend toward underestimating the potential future capability. As
the surrogates incorporate more and more of the software, hardware, and process
modules of the “final” configuration, there will be inevitable functionality deficiencies
brought on by the immaturity of the development software, hardware, processes, and
integration problems. The interpretation of experiments with “under-representative
surrogates” that produce low effects is much more difficult. Were the low effects due to
the poor representation of the prototype and a more functional prototype would have
produced better results? Capability proponents will always be accused of wishful
thinking. The more realistic the surrogate, the more time has to be devoted prior to the
experiment to ensure that it has sufficient and stable functionality or the experiment
will not be interpretable.

A good practice is to accurately report the strengths and limitations of surrogates and
prototypes used in the experiment. When defense experiments are used as the final
event to decide if a new capability should be deployed to the operating forces, it is
critical to use fully functional prototypes to get accurate estimates of their effectiveness.
On the other hand, use of surrogates with major limitations is permitted, even
encouraged, in early experimentation in the concept development cycle. These early
surrogates permit a preliminary look at the system's potential military utility, help
develop potential human factors requirements, and help identify potential failure modes
to facilitate an experiment-fix-experiment paradigm. Early experimenting with
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surrogates and prototypes also provides critical information to influence design
decisions. However, the limited capability of early experimenting to relate conclusions
from prototype systems to production systems in actual operations needs to be
recognized and accounted for in later experimentation.

3.4.2.2 Threat 19. Non-representative Experiment Unit

How well do the experiment players represent operators and operational units that will
eventually employ the experimental capability? There are three related issues in this
threat: the prior experience of the experiment players, their level of training on the new
capability, and their motivation for participating in the experiment.

A good practice to enhance experiment generalizability is to select experiment players
directly from an operational unit that will eventually employ the capability. Often,
however, defense experiments use reservists, retired military, or government civilians
due to unavailability of operational forces. This is not a major threat when the
experimental task represents basic human perception or cognition. However, if the
experiment task represents a military task under combat conditions, the absence of
actual experienced military personnel would jeopardize the applicability of any observed
effects.

Even when operational forces are available as the experimental unit, the experimenter
has to be concerned about the appropriate level of training on the new capability. If the
experiment unit is undertrained or overtrained, the true capabilities of soldiers in a
typical unit will be misrepresented. Undertraining results from compressed schedules to
start the experiment and inadequate training development for new concepts or new
systems. Overtraining arises when player units undergo unique training not planned for
units that will receive the fielded systems. Overtraining, like undertraining, is difficult to
avoid.

The good practice is to ensure the experiment unit is well qualified to operate the
experimental systems and experimental concept so that the systems and concept will
be given a fair evaluation. The temptation is to overtrain the experiment unit to ensure
success. An overtrained experiment unit is referred to as a “golden crew.” The
challenge is to produce a well-trained, typical unit rather than an overtrained or
undertrained unique experiment unit.

Participant motivation is always of concern in defense experiments. Since motivation
affects performance, the concern is the extent the participant’s motivation during the
experiment represents the motivation expected in the actual environment that should
be represented by the experiment. Constructing a realistic experiment setting, as
discussed later as a counter to Threat 21, is important to approximating the conditions
under which the experiment players will perform. In the actual environment, it is
expected that military personnel will work extremely hard to achieve their mission under
any condition. In the experiment, this same motivation needs to occur and most often it
does because participants are professionals and want to excel.
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Three potential problems can occur, however, that can produce under or over
motivation vyielding unrealistic low or unrealistic high results. When personnel are
assigned to participate in the experiment as “an additional” duty and it is perceived to
be unrelated to their real mission, motivational problems can occur. In this case,
participants may “under perform” out of lack of interest or resentment.

A second problem is that players may “over perform” due to being in the spotlight of an
experiment. This is known as the "Hawthorne effect” where it was found that factory
workers increased productivity, not because of different experimental illumination levels
in the workplace; but because the workers were being observed. The Hawthorne effect
is more likely to occur in highly visible experiments that have continual high-ranking
visitors. In this instance, the players are motivated to make the capability “look good”
to please the audience even though the capabilities may not be that effective.

The third area is to avoid inducing “experimenter expectancies” in the experiment
groups where they perform according to the expectation of the experimenter (also
known as Pygmalion effect). If the experimenter expects the control group to do less
well than the new-capability group, the control group may perceive this and perform
accordingly.

It is always a good practice to continually monitor the motivation of the participants.
Sufficient time has to be allocated to explain the importance of the experiment and
their contribution to the effort emphasizing that the success of the experiment is not
whether the capability produces a positive result but that it was thoroughly and
realistically employed so that it can be honestly evaluated.

3.4.2.3 Threat 20. Non-representative Measures

Ensuring representative measures is easier when examining the effects of new
capabilities on relatively simple military outcomes such as target detections, targets
killed, attrition, transit time, and so on. The primary concern here is measurement bias.
Is the measure of these relatively simple and straightforward effects not biased? A
biased measurement is one that tends to provide an output that is over or under
representative of the true value. Measurement precision'®, in this context, means that
the output is unbiased: the measure does not measure to the left or right of the true
value. A biased data-collection device or measure would over or under represent the
effect of the new capability and thus the effectiveness of the capability in the
experiment would not represent its future potential, for better or worse, in the
operational environment. A good practice for ensuring the precision, non-bias, of simple
measures is pilot-testing the data collection instrumentation to ensure its accuracy.

% The reader may recall that the earlier discussion under Threat 7, defined measurement precision as
consistency, or reliability of output. Here the meaning of precision is non-biased measurement or
accuracy. Both consistency and non-bias are essential to measurement precision. The consistency aspect
of measurement precision applies to Experiment Requirement 2, ability to detect a result, finding a
consistent signal in a sea of noises. The non-bias aspect of precision applies to Requirement 4, ability to
relate the results. Detecting a “consistent signal” that is offset (biased) from the actual signal is a threat
to Requirement 4, relating results, because the “offset signal” was an experiment artifact.
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Non-biased representative measures are more difficult to achieve when the new
capability is attempting to achieve a complex result, such as information superiority,
improved planning, better decisions, increased situational awareness, better
collaboration, or mission success. These complex operational concepts are difficult to
define and, not surprisingly, difficult to measure in actual operations and in defense
experiments. There are two general good practices to develop representative
experiment measures of complex outcomes. Both of these good practices have
strengths and weaknesses.

1 Combining concrete components of complex effects. Overall unit effectiveness,
for example, may be definable in terms of concrete, measurable variables such as loss-
exchange ratio, rate of movement, and time to complete a mission. A weighted or un-
weighted composite score of the components can be combined to represent the
complex effect. There are several problems with this approach.

One problem is that component measures may not covary in a similar fashion. In some
instances, a slow rate of movement may be associated with a low loss ratio. In other
instances, it could be associated with a high loss ratio. While the individual component
variable scores can be reported, these scores by themselves do not address overall unit
effectiveness that is the measure of interest. An alternative approach is to select a
single component measure that represents the highest level of interest in the complex
variable.

A second problem is the “halo effect.” When measuring multiple components, analysts
need to ensure individual components are measured independently of each other. If all
of the components are measured in the same manner, any covariation among the
component indices cannot be disassociated from the influence of its “method of
measurement.” This is problematic whether the sole data source for all component
measures is a SME rater, a questionnaire, or electronic instrumentation. For example, if
a single rater provides estimates for a unit's ability to maneuver, to collect intelligence,
to engage the enemy, and these three estimates are combined into a unit effectiveness
score; the covariation of these component measures may be artificially high due to a
“halo effect.” Any inaccuracy in the single data source (a single rater) induces the same
error in each component score resulting in an inflated component covariation. To avoid
this halo effect, a good practice is to collect component data using independent sources
(raters, participant surveys, instrumentation) whenever possible.

2 Measure complex effects with overall subjective rating. A knowledgeable SME
can provide an overall rating or assessment to provide a “score” for the complex
variable of interest. This alleviates the problem of defining, measuring, and combining
data from component measures. However, use of subjective rating brings its own set of
problems: inconsistency and, even if consistent, because a consistent inaccuracy is an
undesirable bias in the scores. The problem of inconsistency and associated good
practices was discussed previously under Threat 8. The problem of potential bias in
subjective assessments will be discussed here. For our purposes, a bias judgment is one
that is “consistently off the mark” whereas an inconsistent judgment is one that is
“sometimes on and sometimes off the mark.” There are good practices for calibrating
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and enhancing the non-biasness, accuracy of subjective ratings similar to those for
improving consistency discussed previously under Threat 7.

Good practices for calibrating the objectivity of subjective ratings to estimate the extent
of individual bias in subjective ratings is to continually assess inter-rater agreement of
independent experts observing the same event. Second, it is important in training to
allow them to observe predetermined “good” and “poor” practice events to determine if
their assessment differentiated. During the experiment execution it is important to
collect objective quantitative component scores in addition to the composite rating
provided by the SME. Confidence increases in the subjective ratings to the extent they
correlate to the independently obtained component measures. Another good practice
for increasing the “objectivity” of “subjective” ratings is to employ several raters
independently and combine their individual scores into a single overall assessment. And
finally, the veracity and generalizability of SME ratings rest on the operational
experience and credibility of the raters.

3.4.2.4 Threat 21. Non-representative Scenario

How realistic is the experiment scenario for the Blue- and Red-force experiment
participants?

Realistic Blue-force Operations. Many factors make it difficult for the experimental
unit and opposing forces to use realistic TTP during an experiment. Additionally,
modifying current Blue-force tactics to incorporate the new capabilities and countering
opposing new capabilities often follows rather than precedes new capability
development. Even when new techniques and procedures have been developed,
adequately training is difficult due to surrogate shortages until experiment execution.
Additionally, terrain, instrumentation, or safety restraints during experiment execution
may preclude appropriate tactical maneuvering during field experiments.

Good practices include allocating sufficient time for training the experiment unit and
threat unit in appropriate tactics with the new capability. Tactical units can assist the
experimenter in developing realistic operational plans that provide for appropriate force
ratios, missions, and maneuver space and time.

Realistic Setting. It is impossible to create conditions during a field experiment that
approximate the noise, confusion, fear, and uncertainty of combat. A good practice for
offsetting the potential lack of player apprehension during experiment trials is
increasing the realism of player participation. The use of lasers to simulate
engagements increases the realism of tactical engagements. Other good practices
include allowing the experiment to continue for many hours or days to generate
fatigue-associated stress.

Over time experiment players can anticipate and prepare for scenario events. Directing
a unit to an assembly area during continuous operations to calibrate instrumentation is
a signal to the unit that a battle will soon occur. Surprise has evaporated. Additionally,
player units that undergo the same scenario over successive trials know what to expect.
Anticipation of scenario events decreases apprehension and promotes non-
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representativeness of unit reactions. Good practices allow for maximum free-play and
sufficient scenario space to promote player uncertainty, player creativity, and sufficient
opportunity to explore and attempt to solve the warfighting problem.

Realistic and Reactive Threat. Representation of threat tactics and equipment in
the experiment is a special difficulty. Captured threat equipment is not always available
for field experiments and training operational units to emulate threat tactics is a low
priority except at centralized training centers. It is difficult to imagine what would the
adversary do in any given situation. It is all too easy to imagine and rationalize what a
given nation would do in a similar situation. History has shown, however, that irrational
leaders do exist and we should not always prepare for the rational, mirror-image
adversary.

A good practice to enhance threat realism is to conduct field experiments at the
national training centers, when possible, because they can provide realistic, well-trained
threats. When not conducting defense experiments in the field, good practices include
using threat experts from the national agencies to assist in designing the future threat
in the experiment scenarios and to monitor the conduct of the threat during experiment
execution. Additionally, the threat has to be given maximum free-play to respond to
and even preempt, if possible, Blue-force employment of the new experimental
capability. The development and employment of an intelligent, determined opposing
force is one of the best counters to the threat of non-representative scenarios.

3.4.3 General Good Practices to Enhance Experiment Relevancy

Experiments can never be perfect representations of actual combat operations. Meeting
Requirement 4, however, depends on approximating the operational conditions to which
the conclusions of the experiment are pertinent. All experiments are approximations to
operational realism and can never fully represent actual operational conditions. To
formally assess operational validity (see Figure 26), the analyst would need to examine
data from a series of similar experiments involving different units and different
environments. Field experiments for the sake of replicating findings are seldom funded.
Consequently, the assessment of operational validity rests on judgments as to the
representativeness of the system, the measures, the player unit, the scenario, and the
site conditions under which the experiment was conducted.
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Validation of M&S

“...determining the degree to which a
model is an accurate representation of the
real world...” (ob vvA Recommended Practice Guide, 1996)

Techniques

Face Validation - experts provide
subj ective assessments

Predictive Validation - comparisons to
actual system performance, e.g., M-E-M

Ability to Relate Results to Actual Operations

Experiment Operational Realism Validation
Similar to M& SValidation in the Verification, Validation, and Accreditation (VVA) Process

Operational Validation

of Warfighting Experiments
...determining the degree to which an
experiment is an accurate representation of the|
real world.

Techniques
Prototype Validation Experts provide
Threat Validation subjective

Scenario Validation assessment

Exercise Smulation Accreditation

Predictive Validation

-comparison to training exercise results
(UJTL tasks, conditions, standards)

-comparisons to actual operations

Figure 26 Ability to relate results to actual operations®

Many of the good practices for validating the representativeness of the experiment
environment are similar to the techniques used in the validation of M&S, especially the
idea of “face validity.” In most cases, experts from inside and outside the defense
organizations are employed to certify and validate the prototypes’ capabilities, the
scenario and the treat play in the scenario, and any experiment simulations. Where
possible, some “predictive validity” techniques may be employed to the extent
conditions in the experiment scenario that can be related to real-world exercises,
deployments and operational lessons learned.

% The quotation is from The DoD VVA Recommendation Practice Guide [DoD Modeling and Simulation

Office (DMSO) 1996].
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3.5 Summary of Good Practices to Meet the Four Experiment validity
requirements

This section summarizes the good practices discussed as counters to the 21 threats to
the four experiment validity requirements.?* These are not presented as “cook book”
solutions to designing an experiment. As discussed in the previous section, it is
impossible to satisfy all four experiment validity requirements simultaneously because
the requirements seek to achieve contradictory goals in defense experiments:
maximization of experiment statistical power and control on one hand, and
maximization of free-play and real-world operations on the other hand. An
understanding of the rationale for the four experiment validity requirements permits the
experimenter to make knowledgeable and rational tradeoffs among the good practices
to maximize the applicability of the knowledge that can be gained from a single
experiment within the context of a campaign. This allows campaigns to address
successively complex questions.

These good practices are selective. They only pertain to the threats to defense
experiment validity. Good practices involving the mechanics of agency organization,
planning, and reporting of defense experiments are critically important to the success of
a campaign but are not included here. However, these agency good practices for
including stakeholders, peer reviews, having experienced practitioners, and allocating
sufficient time and resources to plan, execute, and report an experiment certainly have
implications for designing valid experiments by countering the threats to the four
experiment validity requirements.

And finally, the following good practices are not exhaustive. They are provided as
examples and aides to better understand the 21 threats to experiment validity.
Understanding the specific threats to validity and their importance to the logic of
defense experimentation allows the experimenter “on the ground” to be creative in
finding more innovative methods for countering specific threats. Each defense
experiment agency already has a list of useful experiment practices. These lists of good
practices (do’s and don’ts) by experienced practitioners can now be partitioned to
reinforce and expand the good practices provided below. The discussion in the previous
sections of Principle 3, this chapter, provides a common framework for organizing and
understanding the good practices gained by different practitioners. The framework
relates all good practices that promote experiment validity to a thematic logic, the
mnemonic numbers “2, 3, 4, 5, and 21” for defense experimentation. This logic allows
experimenters to understand the relative importance, the interrelationships, and the
tradeoffs required in using their own good practices to design better defense
experiments.

% The four experiment requirements, the threats to validity and the good practices to address the threats
are adapted from an expansion of those described in [Shadish et al/ 2002]. Please refer to the
introduction text to Principle 3 for details on the use of this work.
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3.5.1 Techniques to Counter Threats to Requirement 1: Ability to Use the
New Capability

Threat 1: New Capability Does Not Function.

1.

Schedule frequent demonstrations of the new capability prior to the experiment. These
demonstrations should take place in the experiment environment.

Prior to the experiment, ensure that new command, control, and communications (C3l) systems
interoperate with the other systems in the experiment. Systems that interoperated in the
designer’s facility almost surely will not when brought to the experiment.

Threat 2: Experiment Players Cannot Use or Employ the New Capability Effectively.

3.

Provide sufficient practice time for players to be able to operate and optimally employ the
system. Not only does the new functionality need to be available ahead of time, but also the
techniques, tactics, and procedures (TTPs) and standard operating procedures (SOPs) need to be
developed concurrently with the new capability and available prior to the pilot test.

Threat 3: New Capability Cannot Impact Experiment Outcome.

4.

Conduct full-dress rehearsal pilot tests prior to the start of experiment trials to ensure the
experimental capability in the hands of the user can produce the anticipated outcome.

If the experiment is to examine various levels of the capability (or the same capability under
distinct conditions), by design increase the differential between the various levels or the distinct
conditions in order to increase the chance of seeing differences in experiment outcomes.

If the experiment is to be a comparison between the old and new capability, it is critical to
include the old capability in the pilot test also to see if performance differences will occur.

In a comparison experiment, design some experiment trials where it is expected that the old
system should perform equivalently to the new capability and trials where the advantages of the
new capability should allow it to excel. Both of these trials should be examined during the pilot
test to assess these assumptions.

New experimental capabilities that are to be simulated can be rigorously tested in the simulation
prior to the experiment itself. The sensitivity of the simulation to differences between the old and
new capability should be part of the simulation validation and accreditation. Pre-experiment
simulation of the old and new capabilities can also serve to identify trial scenario conditions that
will accentuate similarities and differences between the old and new capabilities.

Threat 4: New Capability Not Adequately Exercised During the Experiment.

9.

10.

Develop detailed master scenario event lists (MSELs) that depict all the scenario events and
scenario injects that are to occur over the course of the experiment trial. These pre-planned
scenario events and scenario inputs “drive” the experiment players to deal with specific situations
that allow for, or mandate, the use of the new capability during the trial.

Experimenters need to continually monitor not only that the MSEL occurred but also that the
experiment players reacted accordingly. If the players did not attempt to employ the new
capability when the MSEL event occurred, then ensure that the players actually “saw” the
scenario event.
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3.5.2 Techniques to Counter Threats to Requirement 2: Ability to Detect
Change

Threat 5: New Capability Varies (Unreliability) Within an Experiment Trial.

A: For a single new-capability system that has to operate continuously over the length
of a trial:

11.

12.

Provide sufficient pre-experiment operating time for immature new technology to ensure it will
work consistently for the duration of an experiment trial.

For an immature unreliable system, incorporate an experiment-fix-experiment methodology by
designing a series of short experiment trials with treatment fixes occurring between trials rather
than incorporating capability fixes (changes) during one long experiment trial. In this manner,
the capability is held constant during each trial but allowed to improve from trial to trial in a
systematic fashion. This experiment-fix-experiment approach now has multiple, sequential
capability levels that can be examined separately.

B: For multiple new-capability systems in a single trial:

13.
14.

15.

Use the pilot test to ensure all copies of the new capability function equivalently.

After the experiment the experimenter can assess the extent of capability variability by
comparing individual scores across items.

When variability is a result of a few outlier cases, the experiment analysis can be performed with
and without outliers to determine the impact of outliers on the analysis.

Threat 6: Experiment Players Vary Within an Experiment Trial.

16.

17.

18.

19.

20.

It is always best to deal with this threat prior to the experiment. Consistency among experiment
player responses can be improved prior to the experiment by thoroughly training everyone to the
same level of performance before the start of the trial.

When possible, select similar (homogeneous) players to participate in the experiment to reduce
player variability. However, this will compromise Requirement 4, external validity.

After the experiment the experimenter can assess the extent of player variability by comparing
individual scores across players.

Variability in player scores can sometimes be statistically adjusted using covariance analysis with
pre-experiment training and experience scores. Post-experiment statistical corrections are risky
due to the statistical assumptions that accompany them.

When variability is a result of a few outlier cases, the experiment analysis can be performed with
and without outliers to determine the impact of outliers on the analysis.

Threat 7: Data Collection Randomly Varies Within Experiment Trials.

21.

22.

23.

Use objective data collection measures when possible that have been calibrated. Pretest data
collection instrumentation to verify reliability (consistency).

Questionnaire scales can be calibrated using techniques such as item analysis to quantifiable
consistency indices, e.g., .85 internal consistency reliability. In general, increasing the number of
related questions about a particular judgment in a questionnaire and combining these related
items into an “overall judgment score” increases the consistency of player survey judgments.

Increase the objectivity (reliability, consistency) of subjective data collection procedures by
adequately training data collectors. Data collectors can be objectively “calibrated” by comparing
their observations across similar and dissimilar events during training.
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25.
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Consistency of subjective assessment across events is enhanced by having a data collector
provide multiple component ratings (or scores) of a single event, and then using the component
assessments to produce an average assessment score.

A more consistent assessment can be obtained by combining or averaging individual assessments
of two or more side-by-side observers who provide independent assessments.

Threat 8: Trial Conditions Randomly Vary Within an Experiment Trial.

26.

27.

An experiment result is more likely to be detected in experiments with a number of shorter trials
with a constant condition within a trial but not between trials, than having only one long trial with
a wide variety of conditions.

When the sources of the trial variability can be identified, some reduction in the variance can be
accomplished by using statistical designs and techniques such as paired comparisons, matching
and within-subject designs, blocking designs, and analysis of covariance (ANCOVA).

Threat 9: Low-Power Statistical Analysis Decreases Detections of Real Difference.

28.

29.

30.

31.

Use an adequate sample size. There are available techniques for estimating sample size
requirements to achieve specific levels of statistical power. In general, the larger the sample size,
the greater the statistical power.

Accept more risk by setting statistical requirements lower, e.g., setting the statistical-rejection
level at 90% risk instead of 95%. Setting too stringent a statistical risk will not allow small
positive results to show up as statistically significant.

Use efficient statistical analysis techniques. Parametric techniques are generally more powerful
than nonparametric techniques but they require more assumptions.

Use efficient experiment designs such as matching, stratifying, blocking, or within-subject
designs. Efficient experiment designs and statistical techniques can reduce the sample size
requirement to well below the standard notion of 30.

Threat 10: Fishing and Error Rate Problems Increase Chance of Incorrectly Detecting a
False Change.

32.

33.

34.

The probability of incorrectly concluding that a chance outcome is a positive change decreases as
the statistical risk is decreased (e.g. setting the statistical-rejection level at 95% or 99% instead
of 90%).

The likelihood of incorrectly detecting a false change increases as the number of statistical
comparisons in a single experiment increases. Decrease the multiple-comparison error rate by
increasing the required confidence level for each individual comparison, e.g., 98% versus 95%.

Violating assumptions of statistical tests can increase the chance of incorrectly detecting a false
change; but can also decrease the chance of detecting a real change. Analysis of variance
(ANOVA) is fairly insensitive to departures from assumptions of normality or equal within cell
variances. Analysis of covariance (ANCOVA), on the other hand, is quite sensitive to its
requirement for homogeneous within group regression slopes. Nonparametric techniques, while
less efficient than parametric techniques, require fewer assumptions than parametric statistics
concerning the level of measurement and underlying distribution.
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3.5.3 Techniques to Counter Threats to Requirement 3: Ability to Isolate the
Reason for Change in Single-Group Experiments

Threat 11: New Capability Changes from Trial to Trial.

35. Allow sufficient time for the pilot-testing prior to the experiment to ensure the stability of the
new-capability functionality.

36. Monitor that the functionality of the new capability does not change over the course of
succeeding experiment trials where it is intended to be constant.

37. When experimental systems, especially future ones, undergo major modifications during a field
experiment in order to correct discovered deficiencies in their functionality, consider whether
trials conducted prior to the modification need to be rerun in order to make valid comparisons
with the post-fix trials.

Threat 12: Experiment Players Change from Trial to Trial.

38. Monitor for player changes over the course of succeeding trials. Players may become more
experienced and proficient, due to learning effect, or they may become fatigued, bored, or less
motivated. Player changes over time will produce an increase or decrease in performance in later
trials unrelated to the new capability.

39. Counterbalance the sequence of trials (e.9. NG-CG-CG-NG) so a sequential learning effect will
affect the new-capability group (NG) and the control group (CG) to the same extent.

40. In general, conduct new-capability trials before the control current-capability trials. Any observed
improvement for the new capability when compared to the current capability, has “overcome”
any learning effects.

41. Ensure that players are trained to maximum performance and operate at a steady state prior to
experiment start.

42. Monitor for player attrition which might impact trial results near the end of an experiment. When
possible, compute each trial's outcome for only those players who completed all trials.

43. After the experiment, analyze the trial data arranged by time to determine if increases or
decreases in performance over time occurred irrespective of the nature of the trial. If temporal
increases or decreases are found, analysis of covariance can be used (with caution) to
statistically correct for unrelated temporal changes.

Threat 13: Data Collection Changes from Trial to Trial.
44. Continually monitor for changes in data collection procedures to ensure consistency.
45. Re-calibrate sensitive data collection instrumentation before the start of each succeeding trial.

46. Monitor for data collector attrition or data collector substitution after the trial has started. When
possible, compute each trial's outcome for those data collectors who completed all trials to see if
their responses differ from those who did not complete all trials.

Threat 14: Trial Conditions Change from Trial to Trial.

47. Exert as much control as possible over the trial execution conditions to ensure consistency from
trial to trial.

48. When new conditions occur that cannot be controlled, delay start of trial. When delay is not an
option, record the trial differences and report the estimated impact on results.
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3.5.4 Techniques to Counter Threats to Requirement 3: Ability to Isolate the
Reason for Change in Multiple-Group Experiments

Threat 15: Player Differences between Experiment Groups

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

With large treatment groups, randomly assign individuals to different groups when possible. This
is not possible when treatment groups must be organic units.

With small treatment groups, use pair-wise matching when individual assignment to different
groups is possible and pre-experiment data on all individuals is available for matching purposes.

Use each group as its own control when random assignment is not possible. Each treatment
group should use the new capability and the old capability.

Avoid giving the new-capability group “extra preparation” for the experiment which would create
artificial group differences (trained group difference).

Monitor for differential player dropouts from the different groups over a long experiment to avoid
evolving artificial differences between groups as the experiment progresses.

Establish a “no treatment” control group when players are assigned to a particular experiment
group based on low (or high) scores. Because of “regression toward the mean” players with
initial low scores will show an improvement upon subsequent retesting even if the experimental
treatment is irrelevant to performance.

Monitor for “dominator effects” in small experiment groups where one individual may drastically
influence the group score for better or for worse.

Monitor for “imitation effects” where one group will imitate the other group rather than respond
to its own experiment treatment.

Monitor for “compensation effects” (John Henry effect) where individuals in less desirable or
more strenuous conditions will push themselves harder to outperform those in the easier
condition. If the less desirable condition is the baseline control group, their over-compensation
may equal any potential improvement in the new-capability group.

Monitor for “resentment effects” where individuals in the less-desirable experimental condition
may perform poorly as a result of being selected for this condition rather than the more desirable
condition.

Threat 16: Data Collection Differences between Experiment Groups

59.

60.

Ensure that the new-capability group does not get all of the best instrumentation and most
proficient data collectors.

Experimentation team, including the analysts, must continually scrutinize their own biases to
ensure that their “experiment expectancies” do not bias the data collection and analysis.

Threat 17: Trial Conditions Differences between Experiment Groups

61.

62.

63.

64.

Execute the trials for each treatment group simultaneously (same day, same time, same location,
same targets, efc.) to the extent possible. Experiments of detection systems allow simultaneous
presentation of targets to all experiment groups.

When the different treatment groups cannot undergo their respective trials simultaneously,
ensure that the trial conditions are as similar as possible, e.g., same day, same time, efc.

When simultaneous trials are not possible, counterbalancing the trial sequence between two
groups when possible (GP1-GP2-GP2-GP1) with Group 1 (GP1) as the new-capability group and
Group 2 (GP2) the control group.

Monitor and report any differences in the experimental setting between groups.
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3.5.5 Techniques to Counter Threats to Requirement 4: Ability to Relate
Results to Actual Operations

Threat 18: Non-Representative Capability

65.

66.

67.

Be aware of and report the strengths and limitations of surrogates and prototypes used in the
experiment.

Surrogates with major limitations are encouraged early in the concept development cycle for the
preliminary examination of the system's potential military utility, to help develop potential human
factors requirements, and to influence design decisions. However, the limited capability to relate
conclusions from prototype systems to production systems needs to be recognized and
accounted for in later experimentation.

Use fully functional prototypes when experiments are used as the final event to decide if the new
capability should be deployed to the operating forces.

Threat 19: Non-Representative Experimental Unit

68.

69.

70.

71.

72.

73.

74.

75.

Select experiment players directly from an operational unit that will eventually employ the
capability.

Use students, retired military, or government civilians when operational forces are unavailable
and the experimental task represents basic human perception or cognition.

Avoid the temptation to overtrain the experiment unit to ensure success. An overtrained
experiment unit is unrepresentative and referred to as a “golden crew.”

Avoid undertraining by ensuring the unit is trained sufficiently to represent an experienced
operational unit.

Explain the importance of the experiment to the players and their contribution to the effort to
ensure the new capability can be thoroughly and fairly evaluated.

Monitor to ensure participants do not “under perform” out of lack of interest or resentment. This
may occur when personnel are assigned to participate in the experiment as “an additional” duty
and it is perceived to be unrelated to their real mission.

Monitor to ensure players do not “over perform” due to being in the spotlight of an experiment.
This is known as the "Hawthorne effect." This effect is more likely to occur in highly visible
experiments that have continual high-ranking visitors. In this instance, the players are motivated
to make the capability “look good” to please the audience even though the capabilities may not
be that effective.

Avoid inducing “experimenter expectancies” in the experiment groups where they perform
according to the expectancies of the experimenter (also known as Pygmalion effect). If the
experimenter expects the control group to do less well than the new-capability group, the control
group may perceive this and perform accordingly.

Threat 20: Non-Representative Measures of Effectiveness

76.

77.

78.

Measure simple objective effects (time, detections, rate of movement, efc.) with data collection
instrumentation calibrated for precision (non-bias accuracy) by pilot testing instrumentation prior
to the experiment.

Measure complex effects (information superiority, mission success, situational awareness, efc.) as
the weighted or un-weighted composite score of concrete components that can be measured
objectively.

Measure components of complex effects with alternative independent methods to avoid a “halo
effect.”
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79. Measure complex effects with overall subjective expert ratings.

a.

Estimate the objectivity of subjective ratings through inter-rater agreement of
independent experts observing the same event.

During training, have raters observe predetermined “good” and “poor” practice events to
determine if their assessments differentiated.

Increase confidence in the subjective ratings by correlating them to independently
obtained objective component measures.

Employ several raters independently and combine their individual scores into a single
overall assessment.

The veracity and generalizability of expert ratings rest on the operational experience and
credibility of the raters.

Threat 21: Non-Representative Scenario

80. Ensure realistic Blue-force operations.

81. Develop realistic tactics, techniques, and procedures (TTP) for the new capability prior to the
experiment.

82. Allocate sufficient time for training the experiment unit in appropriate tactics with the new
capability.

83. Ensure a realistic scenario environment.

a.

Approximate the noise, confusion, fear, and uncertainty of combat where possible. Allow
the experiment to continue for many hours or days to generate fatigue-associated stress.

Allow for maximum free-play and sufficient scenario space and events to promote player
uncertainty, player creativity, and sufficient opportunity to explore and attempt to solve
the warfighting problem.

Increase tactical realism of player participation by use of lasers to simulate battlefield
engagements.

84. Ensure a realistic and reactive threat.

a.

Conduct field experiments at national training centers when possible because they can
provide realistic, well-trained threats.

Use threat experts from the national agencies to assist in designing the “future threat” in
the experiment scenarios and to monitor the conduct of the threat during experiment
execution.

Allow the threat maximum free-play during the experiment to respond to and even
preempt, if possible, Blue-force employment of the new experimental capability.

The development and employment of an intelligent, determined opposing force is one of
the best counters to the threat of non-representative scenarios.
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Principle 4.

Defense experiments should be integrated
Into a coherent campaign of activities
to maximize their utility

Principle 4 describes the needs for, and foundations of, integrated analysis and
experimentation campaigns (designed, coherent sequences of experiments and other
methods of knowledge generation) based on metrics according to the problem
characteristics, complexity and definition.

Integrated analysis and experimentation campaigns provide a coherent framework for
addressing capability development problems. A well-designed campaign will combine a
range of diverse analytical methods, each with its own unique strengths and
weaknesses. These are integrated in a manner to exploit their strengths, while
providing coverage to help mitigate their weaknesses, akin to combining diverse
systems into mission capability packages (see Principle 7). Results are related in a
progressive manner to resolve the problems and increase confidence.

Campaigns include a management and communication framework, and an analytical
program. The analytical program is conservative in the sense that it retains a problem
formulation and analytical phase, but is radical in the sense that these stages are
iterative and the campaign evolves based on the cumulative results of the analytical
activities. Both phases are informed by individual analytical activities, experiments or
other activities. Specific activities may also be included to initially decompose the
problem and to integrate the results.
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Principle 4. Defense experiments should be integrated
into a coherent campaign of activities to maximize their
utility

The reader is encouraged to apply and adapt this Principle. However, the examples herein are based on
the specific perspective and experience of different lead-nation authors with contributions from other
participants. Therefore they may require supplementary effort to relate them to national perspectives.

Principle 4 introduces the concept of an integrated analysis and experimentation
campaign in which a large capability development problem is coordinated and managed
under an analytical umbrella to design, manage and review the coordinated sequence
of activities used to attack a particularly large issue.

4.1 Campaigns

In project management terms, an integrated analysis and experimentation campaign
can be defined as:

“A portfolio of projects designed to achieve a set of business objectives which benefit
from a consolidated approach and where deliverables of each project are integrated
into one overall program. These projects are likely to be linked both logically and by
resources, they are likely to provide deliverables which are required by other projects
and often, as profects are completed, this translates into a revised set of corporate
objectives.”*

This definition contains the essential elements of a campaign of analysis and
experimentation in which the components, experiments and studies are considered as
projects.

Campaigns use a mix of defense experiments and parallel studies to understand the
problem’s context, the associated warfighting concept and the capabilities required. The
product of a campaign is advice to decisionmakers on the utility and versatility of the
concept and the capabilities required to achieve the concept. Campaigns can be used to
analyze issues at all levels from joint and combined operations to platforms and
components.

The use of experimentation in helping decisionmakers to understand a particular
problem is rarely a single activity. Typically a problem, at whatever level, is best
addressed through a matrix of analytical tools and activities, where each activity
provides information related to specific issues, context for subsequent activities and a
comparison to previous work. An integrated campaign using a variety of techniques

22 Consolidated from: http://www.e-programme.com/articles/proj_def.htm
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ensures that weaknesses in one technique can be mitigated by others. Where
information correlates between activities it increases confidence, where it diverges it
provides guidance for further investigation. It is only when all activities are brought
together in a coherent manner and the insights synthesized, that the overall problem
under investigation is advanced as a whole.

Campaigns seek to set up a deliberate framework of activities with which to address a
given issue or problem. Through careful design and management, a campaign should
seek to resolve the issue under study in the most effective manner, ideally minimizing
the resources and time expended in coming up with the solution. Thus we have the
concept of a campaign being a carefully coordinated process, rather than a random or
ad-hoc set of activities, that itself undergoes a rigorous process of design,
management, execution and analysis, as would any individual activity within the
campaign. Campaigns are characterized by both an analytical and management
framework.

Such campaigns can address force development issues at any level. Here are two
possible mappings among many of the problem space. The first one is used in Figure 27
below. The second one uses the following levels: technological (e.g., systems of
systems), tactical, operational, as well as strategic. As examples, in Australia:

at the technological level, helicopter operations within a combined arms team;
surface and sub-surface platforms for maritime operations; and the JSF within the
air control system;

at the tactical level, amphibious and airmobile task groups;

at the operational level, the capability balance required to achieve the Future
Warfighting Concept; and finally

at the strategic level, the Effects Based Operations concept being developed in
conjunction with many government agencies.

An ideal campaign will integrate the events conducted in all the levels. Ideally the
campaigns run by various agencies will be integrated and the results iterate in both
directions through the various levels. In this way, for example, experimentation at the
strategic level provides the context and problem definition for subsequent analysis at
the tactical level and the detailed results of experimentation and analysis at the
technological level would constrain subsequent tactical level experimentation.
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Figure 27 Australian example of campaigns®

The term campaign may be applied at any of the different levels, from the operational
level, for example the Australian Army’s Army Capability Management Plan; through
capability-specific work addressing, for example, the introduction into service of the
Armed Reconnaissance Helicopters (ARH) within Australia addressing issues such as the
impact on a task force and battle group, C2, troop and squadron tactics, techniques, &
procedures (TTPs); to the lower levels, for instance related to a given systems
acquisition process in which the sponsorship and stakeholder membership is much
simpler. At whatever level, an appropriate sequence of campaign activities, as
illustrated in Figure 27 for the Australian Organisation, is required to address different
aspects of a problem and to accumulate validity with regard to its conclusions.

% In Australia, the use of integrated analysis and experimentation campaigns (IAECs) is well established,
and the use of the terms Program, Campaign and Series are used to distinguish between different kinds
of 1AEC, although the principles remain the same.
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4.2 Foundations of Integrated Analysis and Experimentation
Campaigns

Integrated analysis and experimentation campaigns must operate according to two key
principles.

1. The choice of analytical tools should be dictated by the fidelity required for the problem to be

addressed. In general, low-fidelity, low-resource models best address high-level “broad brush”

questions, while higher fidelity tools, for example human-in-the-loop simulations, are more
appropriate for more narrowly focused questions.

2. Experimentation that is focused on specific questions is more likely to yield useful insights than
exploratory events. Moving to the point at which such specific questions can be framed must be a
priority of the process.

The basis for campaigns is learning by doing. Rather than conducting one-off
experiments, the aim is to build up a rich understanding of future possibilities by “living
and breathing them” over a period of time, using feedback gained to guide future
paths.

Implicit in learning by doing is the concept of building knowledge. The notion of
conducting parallel studies supports the learning by doing philosophy, but carries
significant implications for staffing and timescales. Every effort must be made to link
past, present and future—evaluation of the current force must feed into the
exploration of future force options and concepts. Similarly, understanding of our past
history can also help illuminate our future paths. The emphasis should be on iterative
activities, where the results of one are fed into the design of the next in a rolling
campaign of experiments and analysis activities.

Campaigns must encourage innovation. The emphasis will be on initially exploring
innovative concepts rather than highly focused verification testing of well-defined
concepts.

Campaigns must be credibly relevant and this is achieved through the involvement of
decisionmakers and a warfighter partnership in the preparation, conduct and review of
experiments. The outputs of experimentation must ultimately carry weight if they are to
influence the wider debate.

Methodological power is achieved by understanding that socio-technical systems are
being analyzed. It is fundamental that the wide definition of “system” is used, including
human and organizational aspects in addition to the technical aspects. A toolbox of
methods is therefore required as no single analytical/investigative technique is sufficient
to generate credible results for these complex problems. Different methods and tools
have different methodological strengths and weaknesses, such as seminar wargames,
constructive, human-in-the-loop and abstract simulations. A philosophy of
triangulation®®, should be used to examine particular topics across a number of

4 Triangulation is borrowed from navigation terminology and means to reduce the area of error by taking
three independent reference points to assess a position.
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dimensions. Central to experimentation is a wargaming philosophy. Playing against an
agile and intelligent enemy provides a more powerful learning environment than
analysis alone can provide (as with constructive simulation without a smart reactive
opposing force), and seminar and analytic wargames provide a good balance between
the physical and psychological aspects of warfare at the expense of statistical rigor. This
rigor is gained through iteration and the use of a range of tools.

4.3 Why Use a Campaign

An integrated analysis and experimentation campaign will be required for a variety of
reasons. There may be resource or political reasons why a campaign is preferred to a
single activity, although more often it will be because, without a coordinated campaign,
the problem or issue under investigation simply cannot be satisfactorily resolved. A
campaign allows the problem to be tackled in a coordinated, manageable manner with
a variety of analytical techniques and allows a degree of iteration and synthesis
between activities that help ensure that the overall problem is satisfactorily addressed.
The problem may initially be ill-defined and a sequence of activities will allow
assessment and adjustment as the problem is refined.

Some of the analytical reasons for using a campaign approach are described in the
following sub-sections.

4.3.1 Problem Characteristics

The principal analytical reason for using experimentation is the nature of the problem.
Problems may be described using two characteristics: system complexity and the nature
of its internal systems interactions [Flood and Jackson 1991: p. 31-43]. Problems can
be defined as either simple (few, well-defined components and a closed, constant
overall system) or complex (ill-defined components and an open, evolving overall
system). The nature of the internal interactions is defined as unitary (fully aligned with
common objectives), pluralist (some divergence of “interests” but with common
objectives), or coercive (no common interests or objectives) as indicated in Table 1.

Unitary Pluralist Coercive
Simple Machines Coalitions Prisons
Complex Organisms, cybernetics Cultures, commerce Warfare

Table 1 Example of problem domains®

Defense problems that require an experimentation approach tend to be complex and
coercive. The systems that provide solutions must also:

1. be adversarial, that is they operate against one or more systems (the adversary) that either
directly oppose, contest, or compete with the goals of the first system.

2. be socio-technical; hence the components are ill-defined.

% Modified from the following reference [Flood and Jackson 1991].
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3. operate in a wide range of physical environments such that the environment affects the systems’
component characteristics, hence it is representing an open system.

The importance of an opposing force, itself a socio-technical system, means the system
is coercive. The socio-technical nature of the system and the interaction between the
components and the environment characterize the system as complex. If the problem
presented to the analyst does not fulfill these criteria, then a campaign may not be an
appropriate approach.

4.3.2 Increasing Confidence

A campaign allows a gradual build-up of the knowledge surrounding the problem or
issue under investigation, leading to increased confidence that the findings are valid. In
addition, a number of experimental activities increases the sample size, leading to more
confidence in any statistically based outcomes. Finally, more activities allow more
participants and more user engagement, again resulting in a greater degree of
confidence in the outcomes.

4.3.3 Problem Complexity

Many problems that might be explored through experimentation are simply too complex
to be dealt with in a single activity. A well-focused experiment will necessarily constrain
a large number of variables in order to ascertain linkages between cause-and-effect.
Complex problems may have far too many independent variables and ill-defined
constraints to be handled in a single activity. A campaign permits the problem to be
tackled in a multi-stage manner, so that individual elements can be explored in turn,
before re-immersing the elements back into the wider context. Campaigns allow the
results of single activities to be synthesized into meaningful advice across the entire
problem.

4.3.4 Synthesis of Military and Analytical Skills

The key component of the process is to immerse human decisionmakers in an
environment that challenges existing paradigms through the actions of an intelligent
enemy. Within this environment, a synthetic operational experience is provided to the
players and assessed through the After-action review or Report (AAR) in a similar
manner to a “normal”, or real operation, as well as providing a wide range of subjective
and objective data. A campaign enables the application of many different techniques,
generating opportunities for analytical and military skills to be applied to the problem.

4.3.5 Problem Definition

In a static strategic context, with a known operational concept, military judgment is
usually sufficient for problem definition because of a deep, real-world, professional
experience base. When the strategic environment is uncertain and unprecedented, and
the impact of technology unknown, the experience base is usually too narrow to
confidently conduct the problem definition. Within the campaign therefore we must
build a “synthetic experience base” and the process of scientific inquiry is used to
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increase our confidence in the problem definition. The selection of the experimental
force and the conditions for its test are important products of the early stages of a
campaign (problem formulation), because this will provide the new experience base for
military judgment.

4.3.6 Tool Selection

A campaign requires a range of activities in addition to those required by its
experiments alone (see Principles 3 and 7). One of the key stages of a campaign plan is
to work out the most appropriate tool or method to tackle a given aspect of the
problem under study. Methods available may include historical analysis, traditional
operational analysis (OA) or operations research (OR) studies®®, and spreadsheet
modeling or seminar activities. If experimentation is deemed appropriate for the
particular stage of the problem, then a process of experimental design should be
followed in order to select the most appropriate form of experimentation method, /e.,
field experiment, analytic wargame, constructive simulation or human-in-the-loop
simulation. It is important to realize that the strengths of one method may be used to
mitigate weaknesses in another, such that over a whole campaign, the 21 threats to
experimentation (see Principles 2 and 3) can be managed.

4.3.7 Other Considerations

In an effort to coordinate major activities across significant periods, an integrated
analysis and experimentation campaign plan must incorporate the following
characteristics:

Identify decision points for which a body of knowledge is required. Analysis and
experimentation efforts should be focused on providing specific knowledge in time
for required decisions:

1. Determine the critical information requirements for each decision point.

2. Track the development of the required body of knowledge.

3. Plan the series of mutually supporting events that develop the necessary body of knowledge.
4

Establish standards and methods of enforcement for the conduct of analysis throughout all
activities.

5. Establish standards and methods of enforcement for the selection of tools and the development
of the technical environment to support analytical and experimental activities.

% The R (research) has been largely replaced by A (analysis). The Navy now talks more of OA
(Operational Analysis) than OR with OA often being considered an adjunct to modeling and simulation.
The result has been an emphasis on quantification and metrics at the expense of understanding the
problem. Like so many other debilitating trends, this one developed largely in response to what
decisionmakers have demanded. What we often have now is advocacy analysis, where much time
and effort are spent to provide justification of a position or decision based on having more and better
numbers and metrics than your critics. This often occurs by focusing on a very narrow slice through a
problem that is often far removed from the true context of the overarching problem.
http://www.strategypage.com/prowg/default.asp?target=or.htm
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To establish clarity of purpose and execution, a campaign plan must:

1. Specify the objectives and intent of each event within the campaign plan and define the products
required from that event.

Ensure each event meets the necessary analytical and technical standards.
Coordinate the use of scenarios and input data across all events.

Ensure results are properly analyzed and interpreted and devoid of institutional bias.

o M N

Ensure results are shared and products disseminated.

4.4 Campaign Analysis

Analysis within the campaign process should focus on bringing together all the discrete
pieces of analysis that were generated by the activities within the campaign. It is a
process of assembling the bigger picture from all the components that have resulted
from the detailed experiments and other studies. This requires a coherent set of
campaign level metrics within which each of the assembled pieces may be related. It is
likely that the final campaign-level analysis involves a great deal of conjecture and
assessment related to how all the component pieces fit together, and a final campaign-
level finding will most likely contain a number of alternative proposals and findings,
rather than a single, objective result. The campaign output is there to inform the
decisionmaker, not to provide a single, irrefutable finding in itself.

4.4.1 Campaign Metrics

A campaign requires a coherent analytical framework across all activities within the
campaign. In addition, there may be metrics imposed by the sponsor to determine the
performance of the campaign process itself (as opposed to the study under
consideration).

4.4.1.1 High-level MoM

Identification of high-level measures-of-merit (MoMs) should start with ideal measures
of the desired benefits or effects before considering what can be practically generated
by analysis (the latter may force the use of surrogate MoMs, but these must be clearly
related to the desired measures).

A structured analysis of potential benefits?’ should be carried out as a basis for
constructing appropriate MoMs. Mapping techniques, such as cognitive and causal
mapping, (also known as influence diagrams), are a good way to express the various
relationships within the problem space and to identify “chains” of analysis (/.e., links
among the independent variables and between the independent and dependent
variables). These lead to a resultant structure in terms of independent and dependent
variables, and hence to high-level MoMs.

%" The structured analysis of benefits is a logical process that seeks causally to map lower-level MoMs that
can be related to investments or other actions to higher-level MoMs that can be valued directly by
decisionmakers.
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4.5 Context and Scenarios

One of the early products developed within a campaign is the context that can drive the
following stages of the process. The context itself will vary according to the level and
scale of the issue under consideration, however the following sections may be typical of
the context related to a high-level CD&E type problem.

The scenarios that may be applied throughout a campaign will then be derived from
these contexts. It is not necessary to use the exact same scenario for each stage;
indeed there are good reasons to vary the scenario throughout the campaign in order
to develop a more generalized solution. However the bounds on the scenario should be
consistent throughout the campaign in order to provide some degree of rigor and
validity to the whole problem resolution process.

4.5.1 Context®®

Military Context. The military context of the study includes geopolitical parameters
that bound the problem space, such as:

1. The geographic, oceanographic, and climatic characteristics of the possible theatres of operation.

2. The possible effects required of, and constraints on, military operations and their possible
consequences in the other domains of national power (diplomatic, economic and information).

3. Possible national and coalition partners, their goals and constraints.

4. Possible adversaries and the characteristics of their political, military, economic, social,
information and infrastructure (PMESII) systems.

Analytic Context. The analytic context of the study includes:
1. Aim and objectives of the analysis, including the decisions to be supported,
2. Generic warfighting issues®, and

3. Relevant previous studies.

4.5.2 Other Aspects®®
Military Aspects. The military aspects of the problem include:

1. The concept of operations to achieve the national objectives.

2. The missions and tasks that must be undertaken to achieve the desired effects.

3. The mission capability packages required for the missions.

4. The operational conditions under which the capabilities must operate.
Analytic Aspects. The analytic aspects of the problem include:

1. Issues to be addressed (formulated problems and hypotheses);

% Adapted from [NATO 2002].

% Generic warfighting issues include key systems, doctrine, Tactics, Techniques, and Procedures (TTP),
organizational structures, and key assumptions (e.g., system performance parameters).

% Modified from [NATO 2002].
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Assumptions and constants;
High-level MoM;
Independent variables (controllable and uncontrollable); and

Constraints on the values of the variables (domain and range).
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Principle 5.

An iterative process of problem formulation, analysis and
experimentation is critical to accumulate
knowledge and validity within a campaign

Principle 5 argues for the criticality of an iterative process of problem formulation and
analysis to accumulate knowledge and validity within an integrated analysis and
experimentation campaign by bounding the problem, issues and assumptions.

Force development generates systems and capabilities to deal with problems that are,
by their nature, complex and coercive in that they:

1. are adversarial: the military system operates against one or more systems.
2. are socio-technical; hence their components are ill-defined.

3. must operate in a wide range of physical environments by which they are affected.

Consequently the key aspect of the process, that of problem formulation, should aim to
decompose force development problems into components that can be addressed with
specific analytical techniques or studies (be they mathematical modeling or historical
studies for example), or integrated analysis and experimentation campaigns. Events
within individual defense experiments can then either be controlled and manipulated
experimentally to isolate cause-and-effect or at the least observed without interference
to establish associative relationships (as is often the case when training exercises are
used for analysis).

Problem formulation is about decomposing the problem to the point that elements can
be defined in terms of tasks, issues and analytical techniques to ensure appropriate
techniques are employed. Campaigns should ensure that further research is organized
and modified in a coherent manner by revisiting the deconstruction based on the
information gained from each activity. In this sense problem formulation is never fully
complete and the activities may change as the campaign progresses. Additionally the
analysis continually accumulates validity and can provide information to decisionmakers
at any stage of the process.
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Principle 5. An iterative process of problem formulation,
analysis and experimentation is critical to accumulate
knowledge and validity within a campaign

The reader is encouraged to apply and adapt this Principle. However, the examples herein are based on
the specific perspective and experience of different lead-nation authors with contributions from other
participants. Therefore they may require supplementary effort to relate them to national perspectives.

5.1 Problem Characteristics

The principal analytical reason for using integrated analysis and experimentation
campaigns is the nature of the problem as described in Section 4.3.1. Complex coercive
problems require appropriate representation of their adversarial nature and dynamics,
which can be achieved through the use of experimentation.

5.2 Problem Formulation

The initial stage of any campaign is problem formulation. Effective problem formulation
is fundamental to the success of all analysis, but particularly at the campaign level
because the problems are normally ill-defined, complex and coercive, involving many
dimensions and a rich context. Problem formulation involves decomposition of the
military and analytical aspects of the problem into appropriate dimensions.
Decomposition cannot normally be achieved without detailed analysis using a matrix of
tools such as seminar wargames and experiments, supported by analytical studies and
operational experience. Detailed analysis also assists in the reconstruction of the
problem segments and interpretation of results.

The problem formulation phase should identify the context of the study and aspects of
the problem-related issues.
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Coherent Management and Communication Framework

Problem : Analysis Problem Analysis II[
formulation formulatio
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Full range of underpinning techniques, e.g.:
Seminar wargaming; analytic wargaming; constructive simulations;
HITL virtual experiments; field experiments; analysis of real operations

Figure 28 Problem formulation and analysis within a campaign

Figure 28 shows the role of problem formulation within an integrated analysis and
experimentation campaign. The problem is being defined and refined throughout the
entire campaign in an iterative cycle that never really completes until the campaign
itself completes. The process of problem formulation and analysis undergoes constant
review to reshape the direction of the campaign and to ensure that the real issue or
concept is being addressed.

5.3 Problem Formulation Process®!

Explicit problem formulation must precede construction of concepts for analysis or
method selection. This is not a trivial exercise, especially at the campaign level. Problem
formulation is the phase of the analysis that generates the hypotheses for subsequent
analysis. However problem formulation does not end there; it is constantly reevaluated
and reassessed during the campaign to ensure that the objectives are met.

The principles of explicit problem formulation are:

1. Proper resourcing of problem formulation activities will improve the overall efficiency and quality
of the campaign.

2. A key risk in designing campaigns is allowing the problem formulation process to focus
prematurely on subsets of the problem because they are: a) interesting; b) familiar; c) pre-
judged to be critical; or d) explicitly requested by the customer. This requires great discipline by
the study team, especially where the team’s previous experience is biased in favor of particular
parts of the problem space. The assessment team needs access to subject matter experts (SMEs)
from a broad range of disciplines (e.g., social scientists, historians, and regional experts in
operations other than war (OOTW) assessment).

3. An understanding of the decisions to be supported by the analysis and the viewpoints of the
various stakeholders (e.g., customers, users, and suppliers) is essential to clarifying campaign
issues.

3 Modified from [NATO 2002].

TTCP GUIDEX 15-Feb-06 120



P5 Iterating Methods and Experiments

4. A careful review of previous work must be carried out as a valuable source of ideas, information,
and insight. This review should also serve to identify pitfalls and analytical challenges.

5. Problem formulation must not only provide problem segments amenable to analysis, but also a
clear and valid mechanism for meaningful synthesis to provide coherent knowledge about the
original, larger problem. The formulated problems (hypotheses) are thus an abstraction of the
real problem that can be defined in terms of dependent variables that relate to this real problem
and coherent settings for the independent variables that can be interpreted in terms of decisions
and actions by the customer.

6. Problem formulation must be broad and iterative in nature, accepting the minimum of a priori
constraints and using methods to encourage creative and multi-disciplinary thinking. It must be
recognized that change is inevitable in many dimensions (e.g., understanding of the problem,
requirements, technologies, co-evolution of concepts of operation, command concepts,
organization, doctrine, and systems). Thus the assessment process must anticipate and
accommodate such change.

7. Campaign-level problem formulation must look beyond the next experiment or activity to the
overall campaign goals, and not focus just on the immediate study. It is formulating a set of
hypotheses and questions that together can answer the bigger issues under study. A separate
process of problem formulation should occur within each experiment or activity focused on that
specific phase of the problem (see Principle 4).

5.4 Issues in Problem Formulation®?

5.4.1 Bounding the Problem/Issues and Assumptions

In dealing with fuzzy or uncertain boundaries, the problem formulation process needs
to explore and understand the significance of each boundary before making (or seeking
from customers) assumptions about it. This involves keeping an open mind, during the
early stages of problem formulation, about where the boundaries lie and their
dimensional nature. This is difficult because it makes the problem modeling process
more complicated. A call for hard specification too early in the problem formulation
process must be avoided. In the end, of course, the problem must be formulated in
order to solve it, but formulation should be an output from the first full iteration, not an
early input to it.

The problem may be formulated from multiple perspectives, each with different
boundaries, some overlapping, and thus embrace the richness and complexity of the
problem at hand. Importantly, the broader problem context in which these perspectives
reside must be understood and represented so as to justify the selection of supposedly
important elements of the problem. Such a mapping will also assist with the
interpretation of results out of the analysis stage of the problem.

In formulating the problem, we are trying to bound a complex system. This is partly a
process of understanding boundaries that exist in reality (e.g., mission statements and
geographical areas) and partly imposing artificial boundaries in order to illuminate the
structure of the problem and constrain the scope of the analysis. To avoid the trap of
over-specification, boundaries (especially self-imposed ones) should be kept porous,

32 Modified from [NATO 2002].

TTCP GUIDEX 15-Feb-06 121



P5 Iterating Methods and Experiments

allowing for cause-and-effect chains to flow through the external environment of the
portion of the complex system that the boundaries define.

5.4.2 Problem Formulation Tools

It is useful to identify, develop (if necessary), and apply appropriate tools to support
problem formulation. Representative tools and techniques include: techniques for
supporting expert elicitation, influence diagrams, causal maps, system dynamics
models, and agent-based models.

Wargames, and in particular seminar wargames, have an important role in problem
formulation. In wargaming it is possible to balance the physical and psychological
aspects of the problem by using warfighters as the players and adjudicating their
actions using simulations. Most importantly wargaming introduces an adversary early in
the problem formulation process, providing a stressful environment to explore the
concept and develop the hypotheses for subsequent analysis. Although human-in-the-
loop simulations and live simulations also introduce a human adversary, they are
frequently too expensive and unwieldy for the problem formulation phase.

Tools and approaches used for problem formulation must be consistent with other tools
and techniques likely to be considered for the subsequent analysis in order to produce a
sensible multi-methodology approach to the entire problem and its solution.
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Principle 6.

Campaigns should be designed to integrate all three scientific
methods of knowledge generation
(studies, observations and experiments)

Principle 6 advocates the integration of all three scientific methods of knowledge
generation of GUIDEx. This requires additional planning for experiment design,
execution and analysis, combined with campaign definition, and analysis for studies and
supplementary observations. However it maximizes the quality of results from a
campaign.

In about 400 BC, Plato, and other philosophers investigated the meaning of knowledge
and the means to obtain it. Their method was primarily a rational-deductive process.
Later Ptolemy and Copernicus focused on precise observations and explanations of the
stars. Their methods were empirical-inductive, however, they were not experimenters.
When scientists turned from the heavens to investigating earthly objects, they
uncovered a new paradigm for increasing knowledge. Since they could manipulate
those objects, new answers to questions about them were obtainable (See Principle 1).
Francis Bacon and Galileo pioneered experiments to answer the question “If | do this,
what will happen?”

Campaigns should be designed to integrate all three avenues to knowledge generation:
rational-deductive, in the form of studies, in particular operations research and
historical research; empirical-inductive, in the form of precise observation of real-world
events in particular operations and exercises; and experiments, manipulation of events
to isolate cause-and-effect. This guide principally addresses experiments and their role
within capability development. Study and observational techniques are not included in
this guide except to show their role in the overall campaign. Numerous other
documents and books are available on the conduct of studies, operations research,
historical studies and observational techniques.
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Principle 6. Campaigns should be designed to integrate all
three scientific methods of knowledge generation
(studies, observations and experiments)

The reader is encouraged to apply and adapt this Principle. However, the examples herein are based on
the specific perspective and experience of different lead-nation authors with contributions from other
participants. Therefore they may require supplementary effort to relate them to national perspectives.

6.1 Formulating a Campaign Plan

Historically there have been three broad methods of accumulating knowledge. The
rational-deductive (studies) approach, or pure logic (logic), without reference to the real
world, practiced by Socrates and Plato; the empirical-inductive (observations) which
focuses on precise observation of the real world, practiced by Ptolemy and Copernicus;
and the empirical-deductive (experiments) where objects are manipulated and
measured, introduced by Francis Bacon and practiced by Galileo who pioneered
experiments to answer the question “If I do this, what will happen?”

Given the scope of GUIDEX, studies and observational techniques [Rosenbaum 2002]
will not be discussed further in this document. However, for an extensive guide to
empirical observational, and measurement methods in defense, readers are referred to
the ABCA Analysts Handbook [ABCA 2004], which grounds these approaches within the
military exercise context.

The aim of an integrated analysis and experimentation campaign is to integrate a range
of warfighting knowledge generation methods, from analytical studies (rational-
deductive), to operations observations (empirical-inductive)*®, up to experimental
measurements (empirical-deductive), into a coherent package that addresses a complex
capability development problem. The phases of campaign design are the same as for
any evaluation, which are problem formulation and analysis. The complexity is that
after the completion of each activity the problem formulation is reassessed and
adjusted and subsequent activities may be redesigned. Additional planning for
experiment design, execution and analysis combined with problem definition and
analysis for studies must be integrated. As a result a campaign plan is a flexible
instrument, with a supporting risk-management framework and an iterative approach to
constantly review and reshape the remainder of the campaign to ensure that the overall
goals are achieved (Figure 29).

% Induction allows the generation of new hypotheses to be tested.
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Figure 29 Campaign stages

Both the level and scope of planning in campaigns are quite different from those of
experiment design. What distinguishes an experiment from any other form of study
activity is the requirement to generate some link between cause-and-effect (see
Principle 1). Thus one view of the process of generating an integrated analysis and
experimentation campaign plan is to come up with a range of possible causes that
relate to the problem under study and to attempt to align these with measurable effects
that can then be studied in an experiment.

This naive view of a campaign plan does not take into account the reality that a
campaign is likely to include activities other than defense experiments. In all likelihood,
seminars, workshops, historical analysis, and the like, will also be required as part of
the campaign to support and help inform the experiments that will ultimately address
the overall question. The campaign plan process must take these other activities into
account within its design phase. The ultimate aim is to synthesize the outputs from all
activities into coherent advice to the decisionmakers. Figure 30 shows an example
campaign, the Australian RTA trials from 1997, which consisted of a whole variety of
analytical methods, including experiments.
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Figure 30 Example of a campaign: Experimentation Program, RTA 1997

The initial stages of planning a campaign are concerned with defining the overall issue
or problem that the campaign is to address. Typically a sponsor has sought a campaign
to help inform a high-level policy decision. The first stage of the campaign design is to
investigate the details of the problem in order that it can be broken down into tractable-
sized chunks. These chunks will then begin to form the outline of the set of experiments
or other activities within the campaign. In undertaking this process, it is often a good
idea to begin with an initial broad-brush study that will cover the problem space at a
reduced level of detail to help identify those specific issues, scenarios and tasks that
warrant further study. The campaign would then proceed through a number of
activities, each focused on a single aspect of the overall problem space. At some stage
it may be necessary to bring ideas and findings from these studies together and a
larger regrouping activity might be employed to identify how the concepts develop
when combined. Toward the end of a campaign a large-scale activity is typically used to
both validate overall findings, and also to provide an opportunity to demonstrate the
outcomes to stakeholders. Thus a typical campaign may resemble that shown in
Figure 31.
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Figure 31 A typical campaign

Thus the process of campaign design typically involves a number of experimentation
and study activities in order to help scope and refine the issues that the campaign is
addressing.

The role of the campaign designer is to constantly re-evaluate the progress of the
activities to ensure that the appropriate outcomes are generated. At each stage, the
progress of the campaign is reassessed to ensure that it is heading in the correct
direction. Each single activity within the campaign is not only generating some
analytical answer that forms a piece of the overall puzzle, but is also a stage in the
problem definition process to make sure that all the puzzle pieces will be generated by
the end of the campaign. Thus it is common, and indeed expected, for a campaign to
require redirection and refocusing throughout its course. It is through this process that
the stakeholders can build confidence that the campaign has indeed explored sufficient
options and conditions to give the study findings the required degree of rigor.

6.1.2 Method Selection

One critical component of campaign design relates to allocating elements of the
problem to appropriate methods or methodologies of solution, as part of a general
strategy to accumulate validity. Problem appreciation necessarily involves allocation of
sub-elements of the problem (without wishing to imply a reductionist approach) to
suitable techniques. Figure 32 illustrates the notion that the processes of the generation
of suitable “bite-size” chunks and their allocation to techniques are intimately linked.
However, only the question of allocation is explicitly discussed here.

Total Systems Intervention (TSI) [Flood and Jackson 1991], advocates the
characterization of problems into six types (via two orthogonal axes (as shown in Table
1, page 111): simple or complex to represent the problem itself; and unitary, pluralistic
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and coercive to represent the problem’s stakeholder environment). A methodology
similar to TSI was trialed to inform the choice of techniques (such as seminar
wargames, constructive simulation, and field events) that might be used for specific
elements or aspects of the total problem.

Elements of new problems
problem
breakdown’ Technique F
Technique A
Designing an Technique B
Understanding experiment
the problem ¥ campaign to Technique C [
address the Technique D
problem
Technique E
elc.
Allocation to techniques toward
synthesis
Decomposition into
appropriate sub- problems not independent

Figure 32 Campaign deconstruction

The intention is not to be prescriptive with regard to the choice of specific techniques,
but to inform decisions with regard to the options. In fact, current thinking in the
systems and operations research fields advocates the use of multiple, hybrid or multi-
methodologies, very much akin to the thinking behind integrated analysis and
experimentation campaigns, as a means to build on strengths and mitigate weaknesses.
Based on consensus views gained from surveys of the experimentation practitioner
communities, the sub-domains of “strength” (with regard to applicability and validity)
were identified for the various techniques available, to go beyond the issue of whether
or not a technique could be used in a given context.

The proposed methodology (abstracted in Figure 32 and Figure 33) extends TSI by
characterizing outputs as well as inputs. In other words, it also provides advice on
whether a technique is likely to meet requirements with respect to the nature of results.
The proposed method discriminates problem types according to:

1. scale—from sub-entity/platform level through teams to national/international,

2. complexity—from unambiguous cause-effect, to multi-level, highly interdependent (tangled)
problems,

3. clarity—from loosely defined, poorly understood, to well-posed and unambiguous problems, and
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4. scope—from a problem in which 95% of the solution is fixed and defined, to one in which there
is great freedom to co-evolve all inter-related systems.

. People
Constraints Equipment
*Resources< Facilities
Time
+Timing Money
| nput When is it needed? Outp ut
discriminators «Capability limitations discriminators
e.g., not technically -
1. Scale feasible yet. 1. Validity
2. Complexity 2. Credibility
3. Clarity — | Methodor [ __, 3 Client Engagement
technique i >
4. Scope 4. Actionability
Places demands on... ﬂ
Fidelity of Transparency
* components/
. Sementsy Traceability
interactions
WA Visibility
Analysis
Metrics etc.

Figure 33 Proposed model for characterizing
experimentation methods or techniques

It discriminates outputs according to:

1. wvalidity (or veracity)—which represents the spectrum of required results from “quick and dirty”
through expert judgment, sensitivity-tested, to full operational testing,

2. credibility—which represents the quality (validity) of the representation of stressors, or how
realistically and rigorously the system was stressed,

3. client engagement—which represents the level of solution ownership held within the
stakeholder group based on their active involvement in generating solutions (through
intermediate steps), and

4. actionability—which represents the spectrum from the case where results inform further
experimentation to the other extreme in which results impact directly on decisions within the
client community.

Figure 33 shows that the model allows for decisions about the utility of a technique
based on its feasibility with respect to: time and resources requirements on further
development of experimentation capability; satisfying verification, validation,
accreditation and analysis (VVA) needs; and the requirements of transparency and
traceability.
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This set of discriminators was reviewed alongside administration of surveys to various
practitioner groups. While there is no requirement that the discriminators be
independent (in fact some overlap is desirable) the final model was ultimately a
compromise between the desire to map or represent inputs and outputs, and the
practicalities of asking survey subjects to rank the strengths and weaknesses of the list
of techniques. From initial survey results, it appears that there is some consensus,
within expert practitioners regarding particular techniques, on the “signatures” of those
techniques in terms of the problems they are well suited to deal with, and the kinds of
results they deliver well.
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Principle 7.

Multiple methods are necessary within a campaign in order to
accumulate validity across the four requirements

Principle 7 shows how understanding of the four experiment validity requirements
detailed in Principle 3 is essential to understanding the strengths and weaknesses of the
primary methods used for defense experiments:

1. The strength of experiments using analytic wargames resides in the ability to detect any
change in the wargame outcome, provided there are major differences in the strategies used.
Additionally, to the extent that operational scenarios are used and actual military units are
players, such wargaming may reflect real-world possibilities. A major limitation is the inability to
isolate the true cause of change because of the myriad of differences between playing two
different campaigns against a reactive threat.

2. Experiments conducted using constructive simulations allow repeated replay of the same
battle under identical conditions while systematically varying capabilities, tactics employed, or
levels of threat. Experiments using constructive simulations with multiple runs are ideal for
detecting change and isolating the cause of that change. Because modeling complex events
requires many assumptions, such as valid models of human behavior, critics may question the
applicability of results to operational situations.

3. Human-in-the-loop simulations represent a broad category of real-time simulations with
which humans can interact. In human-in-the-loop experiments, military subjects receive real-time
inputs from simulations, make real-time decisions, and direct simulated forces or platforms
against simulated threat forces. The use of actual military operators and staff allows the
experiment designer to better reflect warfighting decisionmaking than experiments conducted
purely with constructive simulations. However, once humans make decisions, variability
increases, making it more difficult to isolate the reason for changes.

4. Live simulation is conducted in the actual environment, with actual military units and
equipment and with operational prototypes. Usually only weapon effects are actually simulated.
As such, the results of experiments in these environments, often referred to as field
experiments, are highly applicable to real situations. Good field experiments, like good military
exercises, are the closest thing to real military operations. A dominant consideration however, is
the difficulty in isolating the true cause of any detected change since field experiments include
much of the uncertainty, variability, and challenges of actual operations; in addition they are
seldom replicated due to costs.

The best strategy is to construct an integrated analysis and experimentation campaign
using multiple methods so that the weaknesses of any one method are compensated by
the strengths of another. This provides the strongest case of accumulated validity in a
campaign.

The model-exercise-model (M-E-M) paradigm is a special case of employing multiple
methods to increase rigor. On the one hand it explicitly integrates the strengths of
constructive simulation (7.e., “model”) and, on the other hand, any of the methods that
involve human interaction (/.e., “exercise” in a generic sense). This technique is
especially useful when resource constraints prohibit conducting side-by-side baseline
and alternative comparisons during wargames and field experiments.
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Principle 7. Multiple methods are necessary within a
campaign in order to accumulate validity across the four
requirements

The reader is encouraged to apply and adapt this Principle. However, the examples herein are based on
the specific perspective and experience of different lead-nation authors with contributions from other
participants. Therefore they may require supplementary effort to relate them to national perspectives.

The real power of the four requirements and the 21 threats to validity, arranged under
these requirements presented in Principles 2 and 3, is that they allow the experiment
designer to understand and evaluate the strengths and weaknesses of different defense
experiments. All experiments have strengths and weaknesses. There is no such thing as
a perfect experiment, in the laboratory or in the field. Knowing the strengths and
weaknesses of particular experiments in advance of experiment execution allows the
experimenter to decide which experiment strengths are important for a particular
experiment. It also allows the experimenter to more realistically apprise the
“stakeholders,” those with an interest in the experiment outcome, of what any one
particular experiment will return for their investment. Defense experiments can provide
a wealth of empirical support for transformation decisions, but no single experiment can
do it all, as this section explains.

7.1 No Such Thing as a Perfect Experiment

Any framework for organizing our lessons learned on good design techniques must bear
sufficient level of practicality to be useful. Consequently, this section will discuss
pragmatic implications of the four-requirement experiment validity framework presented
in the preceding sections.

Internal Validity

Requirement 1: Ability to Use the New Capability
Requirement 2: Ability to Detect Change
Requirement 3: Ability to Isolate the Reason for Change

External Validity
Requirement 4: Ability to Relate Results to Actual Operations

Figure 34 Classification of the four requirements in terms of validity

The first three experiment validity requirements represent the internal validity (Figure
34) of the experiment, the ability to determine if a causal relationship exists between
two variables. The fourth requirement represents the external validity of an experiment,
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the ability to generalize the cause-and-effect relationship found in the experiment
environment to the operational military environment.

Understanding Validity Requirements Provides
| nsightsinto Experiment Design Tradeoffs
*All Experiment designs are tradeoffs

-can not eliminate all threatsto validity
*The 100% valid Experiment does not exist

» A valid experiment is a balance between
eInternal validity: precision and control
*External validity: representativeness and realism

Example: increase repetitions for precision, decrease unfamiliarit

valid

*Tip balance accor ding to decision requirements experi ment
eEmphasizeinternal validity pI’OVi des
-Expect small effect 3 F
-Important to determine that A, and not C, caused effect SUf_fI ?' ent
-Experiments using Constructive simulations validity to
*Emphasize externa validity support the

-Expect large effect

-Lessimportant to address exactly "why"
-Verify effect will occur in actual operations

-HITL Simulation and field experiments

pending
decision

Figure 35 Design tradeoffs for valid experiments

One of the first implications of these four experiment validity requirements is that 100
percent validity is not achievable. The four experiment validity requirements cannot be
fully satisfied in one experiment. Satisfying one, often works against satisfying the other
three. Thus, decisions need to be made as to which validity requirements are to be
emphasized in any given experiment. All experiments are a balance between internal
and external validity requirements (Figure 35).

Precision and control increase internal validity (ability to detect and isolate change) but
often lead to decreases in external validity (ability to relate results to actual operations).
Experiments that emphasize free-play exercises and uncertainty in scenarios, represent
conditions found in real operations and thereby satisfy Requirement 4, the ability to
generalize, /e., relate results to real operations. Experiments emphasizing control of
trial conditions and sample size can satisfy the internal validity Requirements 2 and 3,
the ability to detect and isolate change.

The idea that there are no 100% valid experiments and the presentation in Principle 3
of a long list of good experiment techniques to support the four experiment validity
requirements may make it appear that defense experimentation is too hard.
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Shadish [Shadish et a/. 2002], however, wrote that experimenters need to be cognizant
of validity tradeoffs and explicit about priorities when designing experiments.

“This [long list of validity threats] might lead readers to wonder if any single experiment
can successfully avoid all of them. The answer is no. We cannot reasonably expect one
study to deal with all of them simultaneously, primarily because of logical and practical
tradeoffs among them that we describe in this section. Rather, the threats to validity are
heuristic devices that are intended to raise consciousness about priorities and tradeoffs,
not to be a source of skepticism or despair. Some are more important than others in
terms of prevalence consequences for quality of inference, and experience helps the
researcher to identify those that are more prevalent and important for any given context.
It is more realistic to expect a program of research to deal with most or all of these
threats over time. Knowledge growth is more cumulative than episodic, both with
experiments and with any type of research. However, we do not mean all this to say that
single experiments are useless or all equally full of uncertainty in the results. A good
experiment does not deal with all threats, but only with a subset of threats that a
particular field considers most serious at the time” [Shadish et a/. 2002: p. 96].

Experiment priorities can differ. Experimenters need to minimize the loss of one validity
requirement because of the priority of another. However, tradeoff is inevitable. In
settings where one expects a small effect and it is important to determine the precise
relationship between the experiment treatment and its effect, the priority should be
internal validity. On the other hand, if one expects a large effect and it is important to
determine if the effect will occur in the operational environment with typical units, then
external validity is the priority.

7.2 The Importance of Requirement 3—Ability to Isolate the Reason for
Change

In most defense experiments, indeed in most experiments of any kind, a case can be
made for special attention and consideration to satisfying Requirement 3. The ability
to isolate the reason for change can be considered the sine qua non (necessary
reason) of conducting an experiment [Shadish et a/ 2002: p. 99]. Resolving the
“cause-and-effect” clause is essential to interpreting the experiment. If one cannot
ascribe the observed change to some cause with some degree of certainty, the
experiment is uninterpretable.

“That is, do an experiment and have no interest in internal validity (cause and effect) is
an oxymoron. Doing an experiment makes sense only if the researcher has an interest in
a descriptive causal question, and to have this interest without a concomitant interest in
the validity of the causal answer seems hard to justify” [Shadish et a/. 2002: p. 99].

Internal validity, especially Requirements 2 and 3, /.e., detecting a change and isolating
the reason for change, clarifies why a specific level of performance that was observed is
critical to all defense experiments. A very realistic field test may be conducted; but in
the end, if the experimenter cannot, with some degree of assurance, make a case for or
against the new capability, then the experiment can turn out to be an expensive
training exercise for the player units. A case for a capability can be made when
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something different happens in an experiment and this difference is solely due to the
introduction of the new capability.

To ensure sufficient level of Requirement 3 validity, some operational realism may need
to be sacrificed. In an evaluation of a new gas mask for tank crews, for example, a data
collector may replace one of the crewmembers, such as a loader. While this detracts
from crew integrity, it provides data for evaluating the mask's effectiveness at specific
times during operations. Similarly, a scenario calling for continuous tactical operations
may have to be interrupted periodically to check and realign data-collection
instrumentation. In a final example, to ensure that two player units are at similar levels
of proficiency in a multiple-group design experiment, one unit may require more
training to equal the other unit, even though all units are not equal in the operational
forces.

The point of these examples is to illustrate that Requirement 3, ability to isolate the
reason for change, is most often the critical reason for conducting defense experiments.
This is not to say that the other requirements never rise in importance. The next two
sections will show that they do. It is critical to reach a balance and every effort should
be made to minimize the impact of increasing one requirement over any of the other
three.

7.3 Rigorous Experimentation Requires Multiple Methods

Rigorous Experimentation Requires Multiple Methods
To Meet the Four Validity Requirements

Requirementsfor a Good Experiment |

Employ Capability +++ ++ + Capitalize
on Strengths:
Detect Changein Effect o+ ++ | | T Use combination
for most rigorous
| solate Reason for Effect F+4 + N e
Relate Resultsto Operation;/T |+ |
1
[ i ’l \\ N\ |
Constructive Analytic Human-in-the-Loop|| Live Simulation
Simulation Wargames Simulation
Usually faster- Human Planners Humans Actual Forces
than-real-time with inter mittent with continuous, real inalive (field)

simulated forces
with no human
interaction during
execution.

interaction with
(usually faster than
real time)
simulated forces.

time interaction with
simulated forces and/or
equipments

environment with
simulated weapon
effects.

Hybrids are also possible

Figure 36 All experiment campaigns must strive for a balance among the four experiment
validity requirements.
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Most defense experiments use some form of simulation, which can be grouped into one
of four general methods, as illustrated above: constructive simulation, analytic wargames,
human-in the-loop simulation, and live (field) simulation. Each of these four methods has
its own strengths and weaknesses with respect to the four experiment validity
requirements discussed previously. Since one particular method cannot satisfy all four
requirements, an integrated analysis and experimentation campaign requires multiple
methods.

Constructive simulations are those in which no human intervention occurs in the play
after designers choose the initial parameters and then start and finish the simulation.
Constructive simulations are a mainstay of military analytical agencies. They allow
repeated replay of the same battle under identical conditions, while systematically varying
parameters—the insertion of a new weapon or sensor characteristic, the employment of a
different resource or tactic, or the encounter of a different threat. Experiments using
constructive simulations with multiple runs are ideal to detect change and to isolate its
cause. Because modeling complex events requires many assumptions, including those of
variable human behavior, critics often question the applicability of constructive simulation
results to operational situations.

Analytic wargames typically employ command and staff officers to plan and execute
a military operation. At certain decision points, the Blue players give their course of
action to a neutral White cell, which then allows the Red players to plan a counter
move, and so on.

The White cell adjudicates each move, using a simulation to help determine the
outcome. A typical analytic wargame might involve fighting the same campaign twice,
using different capabilities each time. The strength of such wargames for
experimentation resides in the ability to detect any change in the outcome, given major
differences in the strategies used. Additionally, to the extent that operational scenarios
are used and actual military units are players, analytic wargames may reflect real-world
possibilities. A major limitation is the inability to isolate the true cause of change
because of the myriad differences found in attempting to play two different campaigns
against a similar reactive threat.

Human-in-the-loop simulations represent a broad category of real-time simulations
with which humans can interact. In a human-in-the-loop defense experiment, military
subjects receive real-time inputs from the simulation, make real-time decisions, and
direct simulated forces or platforms against simulated threat forces. The use of actual
military operators and staffs allows this type of experiment to reflect warfighting
decisionmaking better than experiments using purely constructive simulation. However,
when humans make decisions, variability increases, and changes are more difficult to
detect and consequently to attribute to the cause.

Live simulation is conducted in the actual environment, with actual military units and
equipment and with operational prototypes. Usually only weapon effects are actually
simulated. As such, the results of experiments in these environments, often referred to as
field experiments, are highly applicable to real situations. Good field experiments, like
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good military exercises, are the closest thing to real military operations. A dominant
consideration however, is the difficulty in isolating the true cause of any detected change
since field experiments include much of the uncertainty, variability, and challenges of
actual operations; in addition they are seldom replicated due to costs.

7.4 Emphasizing Different Experiment Validity Requirements during
Concept Development

Since no single experiment will totally satisfy all four experiment validity requirements,
a comprehensive analysis and experimentation campaign should include a series of
individual successive activities that emphasize different experiment validity
requirements. As potential capabilities advance through the concept and prototype
development stages, the following considerations are useful in selecting which
experiment validity requirements to emphasize.

Four Experiment Requirements §  Emnhasizing Experiment Requirements

o2 | 52 e o J During Concept and Prototype Development
W e Q< E%SC B§§
"% | a8 |88°8| gig — —

o | |Capability Implementation in Joint Force

Joint
Operational
Capability

Prototype Validation
«Demonstrate applicability t6 Combatant Commander’s mission.
«Examine predicted effecfiVeness in joint operational force
or training events

Prototype Refinement
Investigate incorporation of latest HW & SW improvements:
«Examine interoperability with exjsting fielded systems,
and develop detailed tactics, teﬁ&\nique ., and procedures (TTP)

Concept Assessment
*Examine robustnesg across different scenayios and threat Robust
conditions
«Compare to other/alternatives or baselines to'guantify gains Concept

Good
Prototype

in effectiveness

eInvestigate optimal integration of piece-parts\into most effective GOOd

comprehensiye solutio Appr OaCh
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combinatighs
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escribe future operational problem and propose New
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«Operational lessons learned, military history, industry and |deas

academia workshops, conferences, & wargames

Figure 37 Progression from concepts to prototypes for successful experimentation
campaigns
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Concept Discovery. The primary consideration during concept discovery is relevance
and comprehensiveness. To what extent do initial articulations of the future operational
environment include a comprehensive description of the expected problems and
propose a full set of relevant solutions? Relevance however, should not be over
stressed. It is important to avoid eliminating “initially strange solutions” that subsequent
experimentation should investigate for effectiveness.

Concept Refinement. Finding an initial set of potential capabilities that empirically
show promise is most important in concept refinement. These early experiments
examine idealized capabilities (future capabilities with projected characteristics) to
determine if they lead to increased effectiveness. Initial experiments during concept
refinement are dependent on simulations to represent simulated capabilities in
simulated environments. Thus accurately isolating the reason for change is less critical
to allow for “false positives.” Allowing some false solutions to progress to be examined
in later experiments with more realistic environments is more important than
eliminating potential solutions too quickly. The concept refinement stage is dependent
on experiments supported by methods such as constructive simulations, analytic
wargames, and human-in-the-loop simulations. Sometimes, simple field experiments
can be constructed to investigate whether future technologies will lead to a dramatic
difference in operations by employing highly abstract surrogates; for example,
designating that a hand-held clipboard provides exact enemy locations.

Concept Assessment. Quantifying operational improvements and correctly identifying
the responsible capabilities is paramount in providing evidence for concept acceptance.
Concept justification is also dependent on experiments with better-defined capabilities
across multiple realistic environments. Experiments conducted using constructive
simulations can provide statistical defensible evidence of improvements across a wide
range of conditions. Experiments using human-in-the-loop simulations and field
experiments with realistic surrogates in realistic operational environments can provide
early evidence for capability usability and relevance. Incorporation of the human
decisionmaker into human-in-the-loop simulations and field experiments is essential to
the concept development process. Early in the concept development process, the human
operators tend to find new ways to solve problems.

Prototype Refinement. In experiments during the prototype refinement stage, one
should anticipate large effects or its implementation might not be cost effective.
Accordingly, the experiment can focus on the usability of working prototypes in a
realistic experimental environment. Isolating the real cause of change is still critical
when improving prototypes. The experiment must be able to isolate the contributions of
training, user characteristics, scenario, software, and operational procedures to
prototype improvements in order to refine the right component. Human-in-the-loop
simulations and field experiments with realistic surrogates for the prototype in realistic
operational environments provide the experimental context for assessing gains in
effectiveness when considering capability refinement and employment. Human
decisionmakers may find unexpected ways to use and employ new technology effectively.
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Prototype Validation. Applicability to the warfighting operational environment is
paramount in prototype validation. If the capability is difficult to use or the desired
gains are not readily apparent in the operational environment, it will be difficult to
convince the combatant commander to employ it. Uncovering the exact causal chain is
less important. In prototype validation, human decisionmakers ensure that the new
technology can be employed effectively. Experiments during prototype validation are
often embedded within exercises and operations (see Principle 9).

7.5 Employing Multiple Methods to Increase Rigor

This Principle has already presented the implications of tradeoffs among the four
requirements when designing an individual experiment and provides a way to compare
the inherent strengths and weaknesses of different methods available to choose from.
The four validity requirements also provide the rationale for the necessity of experiment
campaigns and provide a guide for developing integrated analysis and experimentation
campaigns. Since a single experiment cannot meet all four requirements, a campaign
consisting of a series of experiments and other analytical activities (Principle 4) can be
designed to accumulate decision validity across the four requirements over time. This
Principle now presents a specific example of one campaign paradigm—the model-
exercise-model paradigm** (M-E-M)—in which experiments conducted using
constructive simulations (the model), human-in-the-loop simulations, live simulations
and analytic wargames (exercise) are combined to make up for the deficiencies in the
four requirements exhibited by any one of these methods when used alone.

For example, when large analytic wargames and field exercises are used to conduct an
experiment to investigate the effectiveness of new capabilities, the results are often
disappointing. Because these exercises are player resource intensive, there are few
opportunities to examine comparisons of alternative capabilities or to examine different
scenario variations. In this situation, the utility of analytic wargames and exercises is
enhanced within the model-exercise-model paradigm. The paradigm consists of
conducting experiments using constructive simulations prior to the wargame or exercise
and then following these events with a second set of post-exercise experiments using
constructive simulations.

The early experiments using constructive simulations examine multiple, alternative Blue-
force capability configurations and baselines. This methodology allows experimenters to
determine the Blue configuration that provides the most robust potential benefit across
different Red-force scenarios. A more realistic human-in-the loop simulation, analytical
wargame, or field experiment where independent and reactive Blue- and Red-force
decisionmakers and operators engage, then reexamines this superior configuration and
scenario.

3 Also called model-wargame-model paradigm.
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Figure 38 Model-exercise-model or model-wargame-model workflow

Pre-exercise Constructive Simulation. The early experiments using constructive
simulation use the same order of battle and capabilities that are anticipated to be
played in the exercise. These experiments examine multiple, alternative, Blue-force
capability configurations and baselines. This pre-exercise simulation allows
experimenters to determine the most beneficial Blue-force configuration of capabilities
for different Red-force scenarios. It also helps to focus the data collection during the
exercise by pinpointing potential critical junctures to be observed during the follow-on
exercise.

Exercise. The exercise itself can focus on realistically executing the “best” scenario
identified in the pre-event simulation. The “best scenario” is one where the simulation
indicated that the new capability dramatically improved Blue’s outcome. In the exercise
phase, with independent and reactive Blue- and Red-force decisionmakers and
operators engaged, the exercise allows the re-examination of this optimal configuration
and scenario with more external validity than in the model phases. The scenario that
provides the best opportunity for the new capabilities to succeed is chosen because
exercises include the “fog of war” and traditionally the capability does not perform as
well in the real environment as it does in the constructive simulation. Therefore, it
makes sense to give the new capability its best chance to succeed. If it does not
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succeed in a scenario designed to allow it to succeed, it most likely would not succeed
in other scenarios.

Post-exercise Constructive Simulation. Experimenters use the results of the exercise
to calibrate the original constructive simulation for further post-exercise simulation
analysis. Calibration involves the adjustment of the simulation inputs and parameters to
match the simulation results to those of the exercise (e.g., via a wargame), thus adding
credibility to the simulation. Correspondingly, rerunning the pre-exercise alternatives in
the calibrated model provides a more credible interpretation of any new differences
observed in the simulation. Additionally, the post-exercise calibrated simulation improves
analysts’ ability to understand fully the implications of the exercise results by conducting
“what if” sensitivity simulation runs. Experimenters examine what might have occurred if
the Red or Blue forces had made different decisions during the exercise.

This model-exercise—model paradigm increases overall experiment validity by
combining a constructive simulation’s ability to detect differences among alternative
treatments with an analytic wargame, human-in-the-loop simulation or field
experiment’s ability to incorporate human decisions that better reflect the actual
operating environment. This paradigm also helps to optimize operational resources by
focusing the exercise event on the most critical scenario for useful results, and by
maximizing the understanding of the exercise results through post-exercise sensitivity
analysis.

7.6 Summary

Explicating experiment validity into four experiment validity requirements is quite useful
when designing defense experiments to support concept or prototype development.
This validity framework depicts the implications of tradeoffs when designing an
individual experiment and provides a way to compare the inherent strengths and
weaknesses of different methods available to choose from. It also provides a foundation
for improving experiments executed during operational exercises. Just as importantly,
the four requirements provide the rationale for the necessity of campaigns and provide
a guide for developing campaigns. Since a single experiment cannot meet all four
requirements, a campaign consisting of a series of analysis and experiment activities
can be designed to accumulate decision validly across the four requirements over time.
This Principle has also provided a specific example of one campaign paradigm—the
model-exercise-model paradigm—in which experiments using constructive simulations
(model), human-in-the-loop simulations, live simulations and wargames (exercise) are
combined to make up for the deficiencies in each of the four requirements that were
exhibited by each on their own.
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Principle 8.

Human variability
in defense experimentation requires
additional experiment design considerations

Principle 8 provides an insight into the effects of human variability on defense
experiment observations since an understanding of the impact of human variability on
experimental design and outcomes is a first step toward its mitigation.

The implications arising from using human subjects in defense experimentation are
generally overlooked. Most, if not all defense experiments examine impacts on socio-
technical systems but experimental designs rarely cater sufficiently for the human
element. Because humans are unique, highly variable and adaptable in their response
to an experimental challenge, they are more than likely to introduce a large
experimental variability. In addition, humans will have different experiential baselines in
terms of, for example, training and trainability, and unlike technology, will become tired
and possibly demotivated. The experimental design and the data analysis and collection
plan must recognize and accommodate human variability. Human variability will be
much larger than would be predicted if the socio-technical system were treated as
technology. What is overlooked is that this variability provides important information on
why a socio-technical system responds to a challenge in a particular way. Indeed there
is an argument that human variability should not be minimized, as this would lose
important information. High variability may indicate a fault in the system under
examination or in the experimental design.

An understanding of the impact of human variability on experimental design and
outcome is a fundamental skill required by all experimenters.
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Principle 8. Human variability in defense experimentation
requires additional experiment design considerations

The reader is encouraged to apply and adapt this Principle. However, the examples herein are based on
the specific perspective and experience of different lead-nation authors with contributions from other
participants. Therefore they may require supplementary effort to relate them to national perspectives.

8.1 Introduction

The implications arising from using human subjects in defense experimentation are
sometimes overlooked. Most if not all defense experiments examine impacts on socio-
technical systems but experimental designs often fail to cater sufficiently for the human
element. In the context of this guide a socio-technical system is defined as an
interacting collection of human and non-human parts. A socio-technical system is not a
technical system with human *“users,” the human parts are integral rather than
“bolt-ons.” The important characteristic of a socio-technical system is that the behaviors
arise from cycles of interactions between and within human and non-human parts.

Because humans are unique, highly variable and adaptable in their response to an
experimental challenge, they are more than likely to introduce large experimental
variability. In addition, humans will have different experiential baselines in terms of, for
example, training and aptitude, and unlike technology, will become tired and possibly
demotivated. The experimental design and the data analysis and collection plan must
recognize and accommodate human variability, which will be much larger than would be
predicted if the socio-technical system were treated purely as technology. What is
overlooked is that this variability also provides important information on why a socio-
technical system responds to a challenge in a particular way, see [Mathieson 2001;
Mathieson and Dodd 2004]. Often, human variability can be accounted for by
classification of individuals into groupings afforded by personality type, e.g., Myers-
Briggs types>> or authoritarian versus non-authoritarian. Authoritarian types of people
may behave differently with certain kinds of information technology, for example they
may be less tolerant of uncertainty in information displays. Indeed, an argument can be
made that human variability should not be minimized, as this would lose important
information. High variability may indicate a fault in the system under examination or in
the experiment design.

% http://skepdic.com/myersb.html An instrument for measuring a person’s preferences, using four basic
scales with opposite poles. The four scales are: (1) extraversion/introversion, (2) sensate/intuitive, (3)
thinking/feeling, and (4) judging/perceiving.
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8.2 Impacts of Human Variability

The positive and negative impacts of “human variability” can be visualized by
considering them in the context of the four experiment validity requirements. This is
shown in the following table, which is not exhaustive.

Experiment Key Human Positive Impact Negative Impact

validity Characteristic

requirements

Ability to use Adaptability High adaptability in that humans Low adaptability in that

the new can effectively employ the new humans have a difficult time

capability system as designed and employ it | in understanding and
adaptively in ways not originally adapting or employing the
envisioned or predicted. new capability.

Ability to detect | Variability It is possible to take natural Variability in a whole range

a change in the human variability as a factor in of human factors introduces

effect the analysis and compare its more noise than expected,
effect with the effects of the which may impair the ability
deliberately manipulated to detect any change due to
variables. the deliberately manipulated

variables.

Ability to isolate | Cognitive and Subjects have an understanding Subjects are misled as to

the reason for linguistic ability | of why they reacted in a specific the process and are not

the change in manner and can communicate aware of why things turned

the effect this to the experimenter. out as they did.

Ability to relate | Representative- | Subjects are typical of the Subjects are not typical of

the results to ness warfighters expected to use the the warfighters expected to

actual capability in the future. use the capability in the

operations future.

Table 2 Impact of human variability on GUIDEXx four requirements to valid experiments
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An understanding of the impact of human variability on experimental design and
outcome is a fundamental skill required by all experimenters. This is to ensure that
maximum benefit is gained from defense experiments in relation to the experimental
requirements above. Humans are variable and this variability manifests itself in
physiological, anthropometric and psychological characteristics and the impact of these
factors need consideration. Examples of these are given in the table below.

Social Science Individual Characteristics

Physiology Fatigue, endurance

Anthropometry Weight, body size

Psychology Cognition, intellect, team dynamics,
leadership

Sociology Cultural and social characteristics and
interactions.

Table 3 Example of domains of variability due to humans in experiments

8.3 Experimental Design Considerations

8.3.1 General

Experimenters need to ensure that full account of all human variability in an experiment
is considered. Conventional experimental design focuses upon minimizing human
variability that may create noise upon the variables being measured. Although this is a
powerful way to isolate variable impact and relationships, it has some fundamental
drawbacks; mainly that it inevitably reduces the external validity of the experiment. For
example, if subjects are chosen as having similar rather than different levels of
aptitude, little information is obtained on individual differences in being able to use a
new capability. One of the advantages of this additional information about individual
differences is that training can be adapted to cater for all levels of aptitude.

If it is possible to achieve significant differences between treatments (should they exist)
at the desirable effect size, without artificially constraining human variability, then this
should be done. However, this does not occur very often because defense experiments
frequently struggle to detect significant effects, due to limited sample sizes and large
within-treatment variability (human or otherwise). If this is the case, then it is a good
idea to add a human variability element to the experiment with only one or two
treatments. In other words, execute the main experiment with a single group (if you
have a single-group design) but also execute one or more treatments with different
subject groups to establish the effect of human factors.

Regardless of the experimenter’s ability (or desire) to control human variability, it is
important to measure it. This is to determine if detected effects can be explained in
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terms of human variability rather than treatment changes. For example in a within-
subjects design with a number of treatments, it may be possible to measure learning
effects within each treatment, and from that estimate any confounding effect on the
treatments that learning had on the whole experiment. This will increase the complexity
of the experimental design since the data analysis will need to incorporate human
variability measures into the analysis in ways to measure their impact upon the main
variables.

The experiment also needs to be designed to reduce or eliminate human variability due
to fatigue or boredom. These are especially important to consider in an experiment with
a repeated measures design using a small sample, where the likelihood is that each
subject will be tested in all treatments. Although randomizing the order of treatments
may reduce practice and learning effects, randomized blocking of treatments is a more
effective method of reducing fatigue and boredom, especially if a large number of
treatments are involved. The content of the task needs careful planning in that there is
sufficient workload for the subjects, not only to increase the amount of data collected
but also reduce boredom experienced by subjects. However, the workload should not
be excessive as to encourage fatigue. Breaks should be incorporated where possible to
reduce fatigue. The design of the experiment must ensure the reduction of boredom
and fatigue.

8.3.2 Representative Sample

The reasons for having subjects with different levels of aptitude, whether this be due to
experience, prior training, efc., is to ensure having a representative sample of the
population in the experiment. Measuring different levels of aptitude will enhance
knowledge of the impact of this variability and not only does this provide a better
representative sample to relate the findings to actual operations, more importantly it
can aid in enhancing the success of using a new capability.

8.3.3 Method of Data Collection

Objective measures can only help to observe actions and performance of subjects.
Subjective measures, however, are important to ascertain the mental processes of why
subjects have behaved in such a manner, enabling a clearer understanding and
isolation of reasons for change in effect. This information may be important especially if
a subject adapts to using a capability in a way not considered by the experimenter.
Asking subjects why they have changed their behavior can enhance understanding of
maladaptive ways of using a new capability. Consideration needs to be given to the
timing of subjective interviews, particularly whether they should take place soon after
the action occurs (for example the end of a day’s play, or the end of a single trial run)
or at the end of the experiment. The former may be obtrusive to the subjects and may
impact the results, with the latter being affected by memory decay, motivation, efc.
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8.4 Data Re-use

The conduct of defense experiments can be costly and care needs to be taken to re-use
data collected in experiments as much as possible. Simulations and models provided by
Operational Analysis are being used across the TTCP nations to support procurement
submissions for equipment. The re-use of human variability data from experiments to
support these activities has been limited to date because human variability has been
“controlled out” in the experiments themselves. The impact of this has been that human
variability is commonly not represented in Operational Analysis simulations and models.
By increasing the complexity of design of defense experiments so that human variability
is not artificially constrained, it will be possible to ensure that the human element is
accounted for during the procurement of equipment in socio-technical systems.

8.5 Subject-induced Variability

Having attempted to accommodate and understand the complexities of human
variability, and how it can be used to the benefit of the experimenter, there is still the
problem of subject-induced variability. The dismounted combatant is the most
adaptable element of the fighting force and this will have an impact on test equipment
and experiment design. Soldiers will utilize equipment for purposes for which it was not
designed. This will introduce an element of unpredictability and uncertainty to the
conduct of, and data collected from, an experiment.

In this instance the variability may arise from a range of factors, which cannot be
controlled. An obvious source is the motivation of the subjects. This has been discussed
in previous chapters but the difficulty remains in how to maintain motivation. A number
of potential courses of action are open to the experimenter and these may include a
greater involvement of the subjects in the experimental team, for example discussing
the conduct of the trial or by a more positive approach to after-action reviews,
counseling for individual comments.

Human performance, and hence variability in the experiment, is uniquely sensitive to
the physical environment. Heat, cold, rain, altitude, dehydration, poor nutrition, sleep
loss/deprivation or excessive consumption of alcohol, among other factors may
collectively, or individually serve to impair performance and increase variability. While
the majority of these factors are unlikely to be encountered in simple desk-top
wargaming, in large field experiments they are likely to become major issues. Some of
these constraints may be alleviated by good experimental design while others, such as
extremes of environments cannot be well controlled. The difficulty is that human
response to these challenges will vary between subjects and, unless the experimenter
undertakes a full medical screening, the degree of variability will not be known.
However, such screenings, except for classical laboratory experimentation, are costly
and have no real value. At the very best the experimenter should consult with
appropriate specialists to understand the degree of variability.
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A final source of variability, which is also generally overlooked, depends on what might
be induced by instrumenting subjects or equipment. The experimenter will wish to
gather some objective data at some stage, but the presence of objective probes on the
subject’s body may alter how the subject responds to the experimental design, or how
he behaves. An obvious instance is where the data gathering equipment is mounted on
the subject’'s body. In this case the subject may alter his clothing, load carriage
equipment of other items of personal equipment. Again, there is little an experimenter
can do in this case except to undertake some limited pilot studies to understand the
impact of the instrumentation on subject behavior.
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Principle 9.

Defense experiments conducted during collective training and
operational test and evaluation require additional experiment
design considerations

Principle 9 shows that experimenting during training exercises and operational test and
evaluation (OT&E) events, where considerable infrastructure is provided, represents
cost-effective opportunities only if appropriate and special design considerations can be
devised to meet the four requirements for valid experiments. This is an area where
organizations can get important leverage from their programs (science and technology
(S&T); research and development (R&D); concept, demonstration and experimentation
(CD&E); procurement; OT&E; operations; and training) when exploiting, for example, a
M-E-M paradigm. Operational assessment using troops and simulators are especially
useful early in the capability development cycle.

Opportunities to conduct such experimentation may be found in operations as well as in
exercises and in OT&E events. The drive to conduct experimentation activities during
operations and exercises is almost entirely due to the difficulty of acquiring the
resources (equipment, estate, human) to undertake experiments of any significant size.
Arguably, the equipment programs that require most support from experimentation are
those intended to enhance collective rather than team or individual effectiveness.
Most nations generally do not have units and formations available to dedicate to
experimentation where collective groups of personnel are required. Therefore exploiting
routine training exercises and other collective events should be given serious
consideration.

Exploiting collective training (exercises) has a range of benefits as well as
disadvantages and a variety of factors must be taken into account in both planning and
execution. The principal one is that training always has primacy and the experimenter
has little control over events, thus the skill is in understanding the constraints that the
exercise opportunity will present and knowing how to work within them. Exploiting
exercises for the purposes of experimentation is most achievable during the prototype
validation phase of an experimentation campaign when functional prototypes exist.
Although exercises and operations do not allow execution of elaborate experiment
designs (because it would impede training and impact operational readiness), scientific
methodology and the four experiment validity requirements can be applied to
experiments embedded in real-world exercises.

Experimentation during exercises, OT&E, and operations naturally provides the
strongest venue for meeting the fourth experiment validity requirement, /.e., the ability
to relate results to actual operations. While operational necessity restricts the ability to
meet the first three experiment validity requirements, the experimenter can ameliorate
the limitations to some degree.
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Principle 9. Defense experiments conducted during
collective training and operational test and evaluation
require additional experiment design considerations

The reader is encouraged to apply and adapt this Principle. However, the examples herein are based on
the specific perspective and experience of different lead-nation authors with contributions from other
participants. Therefore they may require supplementary effort to relate them to national perspectives.

9.1 Introduction

Opportunities to conduct experimentation may be found in operations as well as in
exercises and during operational tests and evaluations. The drive to conduct
experimental activities during operations, exercises, tests and evaluations is almost
entirely due to the difficulty of acquiring the resources (equipment, estate, human) to
undertake experiments of any significant size. Operational assessments, in particular,
provide an opportunity for conducting experimentation early in the testing and
acquisition cycle by employing substantial technical and expert staff support using
simulators. Arguably, the equipment programs that require most support from
experimentation are those intended to enhance collective rather than team or
individual effectiveness, and thus collective groups of personnel (which may comprise
command teams with higher and lower controllers) are required to undertake that
experimentation. It is a simple fact of life in the early 21" Century that most nations
generally do not have units and formations available to dedicate to experimentation,
except for the most limited-scale activities. Therefore exploiting routine training
exercises and other collective events should be given serious consideration.

Exploiting collective training (exercises) has a range of benefits as well as
disadvantages and a variety of factors must be taken into account in both planning and
execution. The principal one is that training always has primacy and the experimenter
has little control over events, thus the skill is in understanding the constraints that the
exercise opportunity will present and knowing how to work within them. Exploiting
exercises for the purposes of experimentation is most achievable during the prototype
validation phase of experimentation when functional prototypes exist. Although
exercises and operations do not allow execution of elaborate experiment designs
(because it would impede training and impact operational readiness), the scientific
methodology and the four experiment validity requirements can be applied to
experimentation embedded in real-world exercises.

Experimentation during exercises and operations naturally provides the strongest venue
for meeting the fourth experiment validity requirement, ability to relate results to actual
operations. While operational necessity restricts the ability to meet the first three
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experiment validity requirements, the experimenter can ameliorate the limitations to
some degree. Prototype testing prior to the exercise or operation enhances the chance
to use the experimental capability and to ensure that it will function during the exercise
trials (Requirement 1). Additionally, the prototype engineers should be on hand to train
and assist the operators in the use of the system. Establishing a pre-exercise definition
of expected performance and comparing the prototype’s actual performance during the
exercise to its expected performance provides the necessary ability to detect change
(Requirement 2).

While the ability to isolate the observed change to the experimental prototype is the
most problematic in embedded experimentation (Requirement 3), experimenters can
achieve some level of satisfaction here, also. When examining different capabilities
during a single exercise, the experimenter should conduct different prototype trials at
different times so the effects of one prototype do not influence the effects of the other.
It is prudent to have an experienced exercise “observer-controller” view the prototype
trial to assess the extent that any observed results were the results of the experimental
capability instead of unintended causes. Additionally, showing that the rigorous
experiment data accumulated during the concept development phase of the prototype
is still relevant to the exercise conditions also supports Requirement 3 assessments.
Finally, a M-E-M paradigm that was successfully calibrated to the operational exercise
results would allow follow-on sensitivity analysis to demonstrate that inclusion and
exclusion of the experimental capability accounted for decisive simulation differences.

The potential to include experimentation within operational test and evaluation (OT&E)
programs is high. This is so in part because many of the components of OT&E events
are the same as their counterparts in experiments. Unlike exercises and operations,
OT&E events can support detailed data collection and in some cases can support
elaborate designs. Consequently, OT&E generally supports Requirements 2 and 3 well.
Requirement 1 may be met where new systems can be included within OT&E programs.
Such systems must be nearly ready for operations with potential for immediate
transition. Although Requirement 4 may not always be met, the potential is very high
when the OT&E is conducted in field trials with operational scenarios, staff and
equipment. While the language, techniques and resources are quite similar, the basic
philosophical approach to designing an experiment is unique and must be adhered to
for a successful experiment to occur. Practical experiments may be conducted, often as
excursions for the test scenario, without significant changes to OT&E events.

9.2 Experimenting during Training Exercises

9.2.1 Introduction

This section, which deals with the issues arising from attempting to achieve parts of an
integrated analysis and experimentation campaign during collective training exercises, is
aimed at informing the potential experimenter of the benefits and pitfalls of exercise
exploitation, so that one can construct a campaign taking all possibilities into account.
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Exercise exploitation is often a practical necessity but depending on the individual
circumstances, views vary enormously about the feasibility of achieving anything
meaningful by so doing. As an example, even the experimental force (EXFOR) in the US
Army Task Force XXI (TFXXI) Advanced Warfighting Experiment (AWE) of 1997 had to
meet their training objectives concurrent with testing the TFEXXI hypotheses. In the UK,
the MoD has been actively exploiting standard collective training rotations in
constructive, human-in-the-loop and live environments for some years, and the
experimenters have gradually been allowed to introduce elements, which actually have
an impact on the training process. But does this damage training, and can any
genuinely useful experimentation be achieved within the constraints of typical training
exercises and objectives?

The perceived benefits of experimenting during training will be covered next, followed
by a short dissertation on the nature of training exercises, and consequently what
constraints are likely to be placed on the key activities covered by this guide. This
section is based largely on the UK's experience of exploiting Army training exercises
over the past five years, but the lessons learned should have wider application.

9.2.2 Benefits of Experimentation during Training

9.2.2.1 Introduction

As indicated previously, the drive to perform experimental activities during training is
almost entirely due to the difficulty of acquiring the resources (equipment, estate,
human) to undertake experiments of any significant size. Arguably, the equipment
programs that require most support from experimentation are those intended to
enhance collective rather than team or individual effectiveness. Thus collective
groups of personnel (which may comprise command teams with higher and lower
controllers) are required to undertake that experimentation. This in turn means the use
of either large-scale real estate or major simulator training systems. Except for
delivering the training for which they were designed and procured, these capital
facilities often have little spare capacity for other activities, such as experimentation.

It is a simple fact of life in the early 21% Century that most nations generally do not
have units and formations available to dedicate to experimentation, except for the most
limited scale activities. Therefore exploiting routine training exercises is a tempting
alternative. The following sections go on to discuss the key characteristics of collective
training and then the constraints that these impose on the experimenter. However, it is
worth noting that there are reasons for exploiting training other than the paucity of
dedicated opportunities for experimentation.

9.2.2.2 Engagement of Experimental Subjects

Military personnel of all ranks take collective training very seriously. It is often assessed
and can have a direct effect on their subsequent careers. Hopefully any staff detailed
off to take part in a dedicated, or bespoke experiment will also take it seriously and give
it their all, but it is difficult to achieve the degree of engagement or immersion routinely
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found in major exercises. This can have both positive and negative impact. The positive
side is self-explanatory; the teams of players will be trying their utmost to do well and
will be deeply immersed in the simulated action. Moreover, training exercises involving
a live opposing force (OPFOR) are normally very competitive. In addition, if equipment
is on test, or some simulated or surrogate future equipment is being experimented with,
its acceptance or effective use by the subjects yields a much more conclusive result
than in a standalone test. This is precisely because the main objective of the subjects is
not the test itself—in a training exercise, they are trying their utmost to win, usually by
any available means. However, this is a two-edged sword. If, for whatever reason,
despite a good pre-training program, the equipment is not liked, or not accepted, it will
probably be ignored (or in the case of dismounted soldier systems even thrown away!)
for exactly the same reason. If it is perceived to help the subjects win, it will be used; if
it isn’'t, it won’t. Thus the use of new equipment surrogates on training exercises has a
tendency to produce black-or-white results.

A related point is that participants in training exercises are normally exercised (in the
broadest sense) to the full. They will work long hours, often in highly stressful
conditions, especially in live field training. It is difficult, and some would argue
unethical, to attempt experiments during dedicated training activities.

9.2.2.3 Use of Training Infrastructure

Training infrastructure in this context covers training staffs and facilities; planning
effort; and exercise support during execution and after-action review (AAR). The use of
training staffs and facilities does not, of course, imply the exploitation of training
exercises themselves. However, the staffs and facilities in question are normally heavily
utilized during the training year and simply may not be available at any other time. The
main benefit worthy of further discussion is the general reduction in staff effort (and
cost) on the part of the experimenter if training exercises are used.

This includes the detailed exercise planning, including scenario writing. However, there
are limitations of using training scenarios and these will be covered later. The effort of
ensuring that the right military personnel (experimental subjects and exercise control
and data collection staff) are in the right place at the right time should not be
underestimated, and if a large proportion of this planning effort is already being done
for training exercise, this can be enormously helpful. In addition, training will normally
culminate in an AAR. Although this will mainly bring out training points, the AAR is a
useful source of player feedback, especially if the training staff allow some discussion of
whatever experimental doctrine, structures or equipment are being experimented with.
Running an effective AAR is not straightforward and if the training staff are proficient at
it (and not all are) and they understand the needs of the experimenter, using the
training AAR as a source of player feedback can be very effective.

9.2.2.4 Sample Sizes

Defense experimenters usually need to rely on events that occur frequently in the
context of a small number of vignettes or missions if they are intended for
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demonstrating statistical significance. However, training rotations using similar, if not
identical scenarios are not uncommon in some nations. Given that the overall design,
planning, execution and analysis cycle for major experiments can be in the order of two
or more years, there is scope (time and potential) for exploiting these repeated
rotations; this can be done in one of two ways.

First, they may be used as a baseline. The experimental force (EXFOR) can then run
whatever excursion is required in its own rotation, and spend less of the available time
running baseline cases. This has the benefit that the baselining can be done
unobtrusively and economically, and (say) two years worth of exercises will provide
some idea of the variability of the key parameters. This in itself can assist the analysis
of the experimental phase with the EXFOR. In the UK a good example of this was the
BIG PICTURE 1 experiment, which was performed in the US Army Simulation Network
(SIMNET) facility in Germany in 1997. The aim of the experiment was to test the
hypothesis that digitizing a company-level force would improve operational
effectiveness. Control Group data was collected from standard training rotations over a
two-year period, resulting in a distribution of 12 event-versus-time graphs for company-
level attacks, which could be compared with a smaller set derived from the
experimental week with the digitized EXFOR (who had no training objectives to fulfill).
Figure 39 shows the event timing results of this experiment with three phases as
follows: reconnaissance (Recce), command and control (C2), and assault. The x-axis
shows the key events and the y-axis the time taken to achieve them. Each hatched line
represents an attack from a standard training rotation and each thin solid one an attack
by the digitized EXFOR. The thick lines represent the means of the two populations.
Statistical analysis backed up the conclusion that can be drawn from visual inspection of
the mean lines: that there was a significant improvement in the speed of the C2 phase
due to digitizing the force. Other work, also exploiting data captured from the training
rotations, was able to reject various alternative hypotheses as to the cause of this
apparent improvement. The large quantity of data collectable from the training
rotations also indicated the large natural variance in such event timings.
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Figure 39 Event timing results from the UK digitization experiment in SIMNET environment, 1997.
Solid lines from digitized EXFOR show better results than using standard training rotations, /.e., non-digitized.
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Second, if some level of intrusion into the standard exercises has been authorized,
exploiting a series of similar exercises can provide a reasonable sample size with an
experimental excursion (“reasonable” in this case being more than one!). This is
particularly powerful if each exercise is split into a standard set of missions and a
balanced trial design can be used so that the excursion is spread evenly across them.
Table 4 below gives an example, where four exercising units each perform four
missions. It is thus possible to achieve two sets of data (control and treatment),
which have an equal number of missions of each type and are unbiased toward any
particular unit.

Mission | Unit
1

2
3
4

= experimental case
= baseline case

Table 4 Balanced trialing during training rotations

9.2.3 Nature of Collective Training Exercises

9.2.3.1 General

Collective training exercises are intended to enable structured groups of personnel to
learn and practice (train or practise in UK English) collective skills. They often include an
element of assessment (sometimes to the extent that it is difficult to determine when
the actual learning takes place!). Whatever extraneous activity takes place in an
exercise, it is fundamental to note that meeting training objectives will almost always
take primacy. In other words, everything else must fit in around training.

9.2.3.2 Design

Exercises are designed to stimulate various training points in support of the training
objectives. That may or may not satisfy the needs of an experiment; if it doesn't, there
is not much the experimenter can do about it except choose a different exercise. There
are sometimes other factors to be taken into consideration. In particular, exercises are
often designed to ensure that all participating elements get a fair share of the action. It
would certainly be a waste of time and effort for some of them if that were not the
case, but such artificialities can potentially serve to confound the findings of any
experiment.
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9.2.3.3 Scenarios and Settings

Training exercises obviously tend to be run at fixed training establishments and the real
estate at those establishments and the precise training objectives have a major effect
on scenarios and settings. Even command and staff training (CAST), using some form
of real-time wargame, is sometimes constrained to use scenarios that take place in the
area local to the training facility, so that “live” reconnaissance and “intelligence
preparation of the battlespace” (IPB) can be performed as part of the exercise. This is
in effect another constraint for experimenters and one that they can do little about.
Most nations formulate a range of standard scenarios for their own force planning and
operational analysis work; these are normally mutually exclusive from standard training
scenarios. Thus the relationship between an experiment taking place on the back of an
exercise and OA using some entirely different setting needs to be thought about
carefully.

9.2.3.4 Exercise Control Intervention

Exercise Control (EXCON) organizations intervene in the execution of exercises for
many reasons. Safety concerns are perhaps the most regular one, but it is often simply
because a particular mission is not going to plan and either the training force or the
OPFOR are apparently winning too easily (maybe only in a particular region of the
battle). This can result in elements of the OPFOR being restrained on the one hand or
“resurrected” (more than is usual) on the other. If an experiment is piggybacking on an
exercise when that happens, this can produce real problems. It may be that a sequence
of like exercises is being used to produce a consistent sample and that in some of the
individual exercises, a manipulation is being made, such as the provision of a new item
of equipment. The purpose would normally of course be improving operational
effectiveness. However, if the result of achieving that in practice was that EXCON
reacted to enhance the OPFOR in some way, it would be very difficult to measure the
improvement.

Steps can be taken to avoid this; the main being to ask that OPFOR only be enlarged
(in a simulation) or resurrected (in a LIVEX) after the standard OPFOR has been
defeated or when reaching some agreed threshold. This enables good data collection up
to that point and usually meets the needs of the training process too.

9.2.3.5 Training Progression

Any unit or formation will undergo a range of different training exercises during its
training cycle. This progression generally moves from purely command and staff
training through collective simulation to full live simulation and live fire training. This
results in a potential trap for the unwary experimenter. Despite the fact that a particular
exercise might appear to be a good match to the experimenter’s needs, if it is too early
in the unit or formation’s training cycle, the collective skills may still be too low to
provide a valid experimental environment. For example, there is little benefit in
experimenting with some new command and control software if the users are barely
proficient in standard C2 procedures and staff work. There is no golden rule to
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determine which exercises may be used and which not, but it is recommended that the
potentially participating units and their chain of command be consulted in depth as to
an exercise’s suitability.

9.2.4 Constraints

9.2.4.1 General

From the previous section it is clear that training exercises impose a range of diverse
constraints upon the experimenter. Overall the following questions have to be asked
when an exercise exploitation event is being planned:

1. Am I likely to get clearance to perform any experimental activity during a training exercise?
2. Can a useful experimental activity be fitted around the exercise in question?

3. Can all of the required data be collected?
4

Can the experimental team attend or preferably actively engage in after-action reviews (AAR) to
elicit further information from the training audience?

5. s it possible to intrude into the exercise in some way without significantly impacting on the
training objectives?

6. Can we actually enhance the training by performing experimental activity?

7. Does it matter that training scenarios, force structures and settings are being used?

9.2.4.2 Understanding the Training Environment

Assessment issues. The mere intention to collect data from training exercises is seen
as controversial in some quarters. This is mainly because formal assessments during
training can have a profound effect on officers’ careers. Conversely some armed forces
do not do training assessment as a matter of policy. Thus a scientific team collecting
data on (say) command processes in headquarters can be seen (wrongly) as adding an
extra layer of assessment, and an unwanted one from the perspective of the trainers
and training audience alike. This is very much a question of perception and discipline
when reporting such work. When applying to do the work, always use terms such as
“data collection,” “process analysis,” efc., rather than “assessment.”

Commenting on units. One of the perennial problems of exploiting exercises is
performing the required analytical work without explicitty making comparative
comments about different individuals or units. Experimenters and practitioners will
inevitably see some variation in process, command style and performance across a set
of broadly similar exercises, but it is not their role and place to comment on this
explicitly. If they do, and units or individuals are recognizable, they will probably find
that no further invitations to attend exercises run by the same Command or formation
will ever be forthcoming. When practitioners are dealing with a small number of units,
they simply refer to unit as “unit A, unit B, unit C,...” in their report(s), and if possible,
they do some simple shuffling of the chronological order in which they exercised (/.e.,
so “A” is not the first one and “D” is not the last) to avoid obvious identification of the
individuals involved.
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“White coats and clipboards.” It is no exaggeration to say that some in the military
have something of a fixation about scientists striding around their HQ in the middle of
an important exercise, asking inappropriate questions at inopportune moments. This
has certainly happened on occasions in the past and practitioners need to gain the trust
of the training organization and training audience if this impression is to be avoided. In
essence, good practitioners must display appropriate professionalism and be aware of
the environment they will be working in, 7e., go properly prepared; ensure that some
members of the team have been to similar exercises before; if possible have a dry run.
Whatever has been agreed with the chain of command in the run-up, clear the ground
rules locally with the training unit CO. If possible add a serving officer or two to the
experimenter team, either to be part of the team or to act as uniformed liaison (see
Figure 40). It is also important for personnel from a particular agency not to create a
bad name for that agency and prejudice future opportunities.

Sometimes, practitioners will be caught out by the environment (Figure 41). Whether
on land, at sea, or in the air, military training takes place in sometimes hostile
environments. However, if practitioners follow the advice above, this will simply be
treated as a little light relief by the military authorities, rather than the straw that
breaks the camel’s back and gets people thrown off the exercise.

Benefits for training. When discussing what may or may not be allowable on an
exercise, be sure to emphasize the possibilities for actually enhancing the training,
rather than focusing wholly on what the negative impact might be. Potential benefits
fall into a number of categories. First, the fact that a greater emphasis than usual is
being placed on data analysis and collection, might allow you to provide the trainers
with more data and other objective feedback to support the AARs than would be
normally be possible. The AAR is a very important part of the training process and
anything practitioners can do to improve it is usually welcomed. Second, the effects of
intrusively adding surrogate new equipments to the exercise. This is usually the most
controversial aspect of exercise exploitation. However, experience with the British Army
has shown that if planned and executed sympathetically, such additions can actually
enhance training. For example, coalition operations with the US will often bring allied
forces into contact with equipment concepts that will not be integrated in their own
service for a few years. Good examples at the time of writing are JSTARS (ASTOR),
Tactical UAV's®* and various digital CIS. Thus enabling the forces under training to
experiment with future equipments can actually prepare them better for coalition
operations in the near term. Also, it may be that the unit undertaking the training may
have been instructed by their parent Service or Command to experiment (in a loose
sense) with new doctrine or procedures in preparation for some new type of equipment
(for example, attack helicopters). Frequently, the best that can be achieved by doing
this with in-service equipment is often far from a credible representation of the future
capability. Thus proposals for providing them with even a small number of credible
surrogates or simulations of the future capability will usually go down very well in these
circumstances.

% Or TUAV, tactical unmanned air vehicle.
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Figure 40 “Assault combat data collectors” and military minder—go properly prepared!

Figure 41 Practitioners “will sometimes get caught out by the environment.”

Experimenting with the radical during training. Notwithstanding the comments
above, it is normally not possible to exploit an exercise intrusively with radically new
concepts, which take the training audience far away from the current modus operandi
that they are supposed to be training for. For example, many of the longer-term themes
for Network Enabled Capability (NEC) or Network Centric Warfare (NCW) initiatives
across the nations are concerned with bringing genuine jointness down to the lowest
tactical levels of command. Undoubtedly these initiatives will require considerable
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experimentation to enable them to be taken forward in an effective and coherent
manner. However, (possibly with some exceptions) such experimentation is unlikely to
be undertaken on the back of training, as the concepts are just too different from
current practice. There is a related risk even with not-so-radical concepts, namely that
trainees who are being assessed as part of the training process will themselves be wary
of anything different that might detract from their own assessment. Minimizing this risk
can only be done as part of the briefing and negotiation with the training audience in
the period leading up to the exercise.

9.2.5 Summary

Training exercises can offer an excellent environment for some types of
experimentation. To make the best use of them, it is essential to understand both their
benefits and constraints. A brief summary is as follows:

Benefits

1. Availability of experimental subjects in large numbers

2. High level of engagement of experimental subjects

3. Use of training infrastructure

4. Moderate sample sizes, for repeated exercise series

5. Ability to use repeated exercises as a control group, or baseline

6. High rating in terms of relating any detected change to real operations.
Constraints

1. Design

2. Training has primacy. Can a genuine experimental design be fitted around training?

3. Scenarios and settings designed for training purposes
4. Interventions by Exercise Control for training reasons
5

Training progression: Exploitation of an exercise too early in a unit’s training cycle can yield poor
results.

6. Intrusion: Limited opportunities to make intrusive changes to the exercise or collect data
intrusively

7. Commenting on units: Can results be published without breaching the anonymity of the training
audience?

Several of the threats to valid experimentation described in Principles 2 and 3 apply
particularly to the exploitation of training exercises. It is hard to generalize about how
these may be overcome due to the enormous variety of training exercise types, but the
main trick is to understand the constraints and work within them. If it is not possible to
fit an experiment into a training exercise without significant changes to the exercise
design, then exercise exploitation is probably not the best way forward.
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9.3 Differences and Similarities between Experimentation and
Operational Test and Evaluation

9.3.1 Introduction

The discussion in this section deals with the issues related to conducting portions of an
integrated analysis and experimentation campaign during OT&E events. One of the key
considerations is that much of what is required to conduct OT&E (technical staff,
equipment, and procedures) is also required to run an experiment. The differences and
similarities between experiments and tests will be examined herein in order to provide
guidance on the best approaches for designing experiments within OT&E events.

9.3.2 Benefits of Experimentation during OT&E

The factors driving organizations to perform experimental activities during OT&E events
are the same as for training events. Most nations do not have units and formations
available to dedicate to experimentation, except for the most limited scale activities.
Therefore exploiting OT&E (as well as training) is an option to be considered.

OT&E events are important components in the acquisition and maintenance phases of
equipment life cycle management programs. They are well supported by the
technical/engineering community and valued by the operational community as a
component of the operational readiness process. The operational community will
therefore generally be engaged in OT&E events and the potential to include them in
experiments as well can be very good.

An important benefit to experimenters is the OT&E infrastructure, which includes
engineering/technical staffs and facilities; planning support; test support during
execution and evaluation support for the AAR. The benefit from the use of OT&E staffs
and facilities is realized because of the strong overlap between the two processes. This
overlap is shown in Figure 42. An important benefit to the OT&E community is that the
prototypes from experiments may soon be operational systems. In such circumstances,
there is a significant advantage to be obtained by the inclusion of OT&E staffs in the
experimentation on these systems. It is worth noting that the development of new
OT&E procedures and facilities has been stimulated and improved through OT&E
involvement in experimentation. So the two communities gain by working together,
OT&E gain in new/novel apparatus and methods, and experimenters gain in trial
infrastructure and the associated knowledge, the know-how embedded.
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Figure 42 Comparison: similarities and differences between experiments, tests and training

9.3.3 Experiments versus Tests: The Differences and Similarities

OT&E is generally for the test and evaluation of new and in-service systems in support
of operational readiness evaluations. The events are designed to quantify various
aspects of equipment performance or are conducted to determine if a standard for
performance is being met. This environment may or may not satisfy the needs of a
particular campaign. OT&E scenarios are linked to establishing a performance standard
and most nations formulate a range of standard scenarios for their requirements.
Therefore, the feasibility for conducting an experiment on the back of a test using
entirely different settings needs to be thought about carefully. Events like the Joint
Warrior  Interoperability = Demonstration (JWID), currently Coalition Warrior
Interoperability Demonstration (CWID) program, where new systems are under test,
may be more flexible.

Understanding the differences and similarities between tests and experiments is
important if the experimenter is to utilize OT&E events successfully. A helpful step for
establishing such understanding is to look at terminology. Assuming that the terms
problem and requirement can be used interchangeably, then the following
expressions serve to distinguish between training, demonstrations, tests and
experiments. One would say:

1. in training we “practice to meet the requirement,”

2. in demonstrations we “show how to meet the requirement,”
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3. in tests we “determine if this meets the requirement,” and

4. in experiments we “determine the best way to meet the requirement.”

These expressions are used in Figure 43 with the example of a new sensor, A, and
detections, B, applied to the four different types of events for perspective.

Sorting Through Terminology | A =New Sensor
Goal B = Detections
Event Stimulating Event Purpose of Event
o Practice on A to get B. Operation to assist entity in
Training acquiring ability to do A.
Show how A worksto
Demonstration| produceB. Operation to show/explain
how A works.
Determineif A works
(produces B). Operation to confirm the
Test *How effectiveis A? quality of A.
«Can operator/unit do A?
Det ineif A sol B Operation to
) ermineif A solvesB. ;
Experiment s A related to B? discover a causal
«How much does A affect B? relationship between B and
+Did something else produce B? something else, A.

Figure 43 Comparison: terminology for training, demonstration, tests and
experimentation

Examining tests and experiments only, the differences in these activities can be
characterized by the questions one typically would ask for each type of event. A test is
an operation to assess or quantify the quality or presence of something. It asks
questions like:

1. Does this work?
2. How well does this work?
3. Under what conditions does this work?

4. Does this work with that?

These questions all relate to defining a threshold of performance. An experiment is an
operation to assess a causal or quantifiable relationship. It asks questions like:

1. What is important in this type of operation?
2. What is the impact of this on that?

3. What is the best thing to do in this situation?
4. What will fix this problem?
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5. Where and when are the best times to use this?
6. Why does this work?

7. How does this work?

8. Did something other than A produce B?

The theme throughout this section on differences and similarities might be captured in
the single statement “different questions, but similar design and execution.”
This is depicted in the example shown in Figure 44. A test for a new sensor determines
if it meets the threshold for performance of detecting 14 targets. An experiment for a
new sensor determines answers for questions like the effect of target type on detection.
It is a clear difference in purpose, but the design and execution can be essentially the
same.

Test or Experiment?

Different questions,
but similar design and execution
(can answer both questionsin one design)

New Sensor A Test
Number of Targets Detected B | |SSU€E  Isthe New Sensor effective?
Criteria.  Must detect more than 14 targets

Tagat X Target ¥ Answer: Partially Effective-only against Target Y

Scenariol ﬁ %g in Scenario 1
. 11 12 ;
Scenariq 15 | 11 Experiment

Issue. Doesthetype of target affect the ability of
the New Sensor to detect targets?

- Scenario Hypothesis: 1f Scenario 1, then the New Sensor will
55 Seenario detect more targets.
§ § Answer: Target Y impacts Sensor capability in

Scenario 1 only.

Taget X  TargetY

Figure 44 Contrasting tests and experiments

This leads to the two final questions for this section; Can one Test during an
Experiment? and Can one Experiment during a Test? In principle, the answer is
yes to both. The real answer of course is in the details. To consider if one can test
during an experiment, the different types of experiments should be examined. Figure 45
shows the capabilities of the four types of experiments to support tests.

Opportunities for testing a system emulated in an experiment using a wargame will be
limited, but can contribute under certain circumstances. The system’s characteristics
can only be examined in general terms, but it is possible to look at the impact of the
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proposed capability in an operational scenario. Experiments using constructive
simulation or human-in-the-loop simulators have the best potential to support tests.
They are particularly useful in tests for providing sufficient repetitions on a system and
for collecting quantitative data on a system. Human-in-the-loop simulators can also
provide diagnostic data. While experiments involving field system prototypes have the
best potential to support tests to assess system characteristics, they have quite a few
limitations. The tests will be limited to the experiment scenario and conditions and
sufficient repetitions will be a problem.

Types of system representations

sFunctionality
*Réeliability

Test during experiment in defense experiments
ili w Constructive Virtual Field
Ability to assess system under Emilated  Smulated Smulator Prototype
usual “ Test Conditions’ ‘
-Under_spgcified conditions + + + 0 Lirg;trﬁegtod
*Quantitative outcome data - ++ ++ + gf)%?trilgnir;n
Sufficient diagnostic data - + ++ O  experiment
Sufficient repetitions - +++ + -
Ability to assess system char acteristics?
scontribute to mission success v v v v
*SW modules v v v
sinterfaces/inter oper ability v v
v
v

Legend: o N/A, - not possible, + potential, ++ more, ++ even mor e potential

Figure 45 Can one test during an experiment?

The alternative question, can one experiment during a test, can be examined in terms
of the different types of tests. Three categories are shown in Figure 46 and are
evaluated in terms of features that can be manipulated for experimentation. The first
category—Constructive Simulation—requires special attention. While field tests and
human-in-the-loop simulations are well suited to support OT&E, constructive simulation
is probably only suited to testing a system concept. This type of test should typically be
useful for experiments on different system characteristics and for experiments
examining different scenarios. Changing doctrine, TTPs or organizations is typically
difficult in constructive simulations.

Field tests and tests using human-in-the-loop simulators are considered to be the more
common options for OT&E. Tests using human-in-the-loop simulators will have less
flexibility for experiments on system characteristics and by extension tests with real
systems or prototypes will have little or no flexibility for such experiments. Human-in-
the-loop simulators are suitable for experiments examining a system in different

TTCP GUIDEX 15-Feb-06 169



P9 Exploiting OT&E and Collective Training

scenarios and, given the human component, are most suitable for experiments on
different doctrine, TTPs or organizations. Experiments conducted within field tests using
real systems or prototypes are limited by the test range and forces assigned to the test
and there may be little or no flexibility to experiment with different scenarios. The field
venue is, however, also good for experiments on doctrine, TTPs and organization.

Types of System Tests

Constructive  Virtual Field
Simulation Simulation Test
System System System

Simulated  Simulator Prototype
Experiment on What? L e R
«different system characteristics +++ | + redesign prototype:
edifferent scenario ++ ++ o testrange/OPFOR asis?
odifferent doctrine/T TP/ or ganization + +++ ++

Y es----Design Excursions:

Legend: o N/A, - not possible,

+ potential, ++ more, system-related “what if”
++ even mor e potential eemployment/TTP/org issues

Figure 46 Can one experiment during tests?

Summarizing the differences and similarities between test and experiments, the
resource requirements needed to examine a system are generally more demanding for
tests. The range requirements for field tests and experiments are usually similar. It
might be a good policy to develop future ranges to accommodate testing, training, and
experimentation. Clearly system testing can be done in field experiments, especially if
the experiment is near-term in nature. There is, however, generally little control over
conditions/scenario. Furthermore, there are fewer repetitions and less system-level
diagnostics, hence less quantifiable data. On the plus side, the experiment can provide
a test with data on system functionality and interoperability. As for experimenting
during a system test, again this is possible if the experiment is near-term. The
experiment is generally limited to excursions on the system under test. It is possible to
examine innovative doctrine, tactics, and organization issues as well as other system
interactions. Another plus is that the range resources are in place for the test.
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9.3.4 Constraints

9.3.4.1 General

Similarly to training events, it is clear that OT&E events impose a range of constraints
upon the experimenter. Overall the following questions have to be asked when the
exploitation of a test event is being planned:

1. Am I likely to get clearance to perform any experimental activity during an OT&E event?
2. Can a useful experimental activity be fitted around the event in question?

3. Can all of the required data be collected?
4

Can the experimental team attend or preferably actively engage in after-action reviews (AAR) to
elicit further information from the event audience?

5. Is it possible to intrude into the event in some way without significantly impacting on the
objectives?

6. Can we actually enhance the OT&E by performing experimental activity?

7. Does it matter that readiness scenarios and settings are being used?

9.3.4.2 Understanding the OT&E Environment

Assessment Issues. Data collection is a standard and very important feature of OT&E
events. Generally, OT&E data collection requirements will exceed the requirements of
the experimenter making these events attractive collateral events for experiments. The
assessment process is somewhat different and the experiment planner must ensure that
the MoPs and MoEs required to examine the hypothesis are supportable. The OT&E
data collection plan cannot be assumed to suffice.

Reporting Issues. One of the perennial problems of exploiting tests is performing the
required analytical work without explicity making comparative comments about
different individuals or units. There will inevitably be observations on some variation in
process, command style and performance across a set of broadly similar events. It is
not appropriate to comment on this explicitly (see training Section 9.2.4.2).

Personnel Issues. The comments in training Section 9.2.4.2 are equally appropriate in
OT&E events, except that scientists tend to blend in with the engineering and technical
staff fairly well. Still, it is good advice to “be aware of the environment one will be
working in and go properly prepared.”
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9.3.5 Summary

OT&E events can offer opportunities for some types of experimentation. To make the
best use of these events, it is important to understand both their benefits and
constraints. A brief summary is provided:

Benefits

1. Availability of operational staff and platforms

2. High level of engagement of technical community

3. Use of OT&E infrastructure

4. Moderate sample sizes, for repeated test series

5. Ability to use repeated tests as a control group, or baseline

6. Strong potential for relating any detected change to real operations.
Constraints

1. Design

2. OT&E has priority and the experiment may not interfere with test objectives

3. Scenarios and settings designed for OT&E purposes

4. Limited opportunities to make intrusive changes to the test or collected data

5

Can results be published without breaching the anonymity of the test audience?

If it is not possible to fit an experiment into an OT&E event without significant changes
to the test design, then it is probably not appropriate to try.
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Principle 10.

Appropriate exploitation of modeling and simulation is critical to
successful experimentation

It is estimated that as much as 80% of experiments employ M&S in some fashion.

Human-in-the-loop simulations, constructive simulations and analytic wargames offer an
immersive and safe environment in which to explore operational activities and have a
range of other advantages over live simulation (as used in Field Experiments) such as:
increased control, ease of data collection, the ability to simulate events and capabilities
impossible in the live environment, and the capacity for personnel to experience a
representation of the future. M&S can either be created specifically for the purpose of
experimentation, or alternatively for other purposes such as training.

However, the all-pervasiveness of M&S is not without its problems. Costs are often
high; there is usually a wide range of potentially applicable M&S to select from; and the
guestion of validity is never far away from the experimenter’s list of priority issues.
Therefore the appropriate use of M&S is vitally important for successful
experimentation, and that is the subject of this Principle.
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Principle 10. Appropriate exploitation of modeling and
simulation is critical to successful experimentation

The reader is encouraged to apply and adapt this Principle. However, the examples herein are based on
the specific perspective and experience of different lead-nation authors with contributions from other
participants. Therefore they may require supplementary effort to relate them to national perspectives.

10.1 Introduction

We have reached the stage that modeling and simulation (M&S) is intrinsic to
conducting most defense experiments. There is now a wide range of M&S techniques
(both real-time and faster-than-real-time) available and this makes the innovative use
of M&S cost effective for many experimentation applications. However, there are some
significant issues associated with selecting both the types of M&S to be used and the
specific elements of the experiment federation.

10.2 Fidelity versus Adequacy

For many years, as rapidly increasing computing power led to many new modeling
possibilities, there was a generally held view that greater fidelity, or accuracy, was
always better. Indeed, many took the term “validity” to be almost synonymous with
fidelity and detail. The modern view is that validity actually means “fitness for purpose,”
with the purpose being to execute the desired experimental design. This means that
we should consider the main measure of merit for M&S to be adequacy to support our
experimentation, not fidelity of battlespace representation. The experimental design
should effectively define what level of fidelity is adequate.

10.3 Excessive Fidelity or Detalil

Cost usually rises with fidelity or detail, so clearly getting this aspect of M&S definition
wrong can add considerably to the experiment’s price tag. However, that is not the only
drawback. In “The Lanchester®’ Legacy” [Bowen and McNaught 1996: Vol. 11, Ch. 9],
the authors wrote: “It has long been understood by operational researchers that, in
dealing with complicated situations, simple models that provide useful insights are very
often to be preferred to models that get so close to the real world that the mysteries of
the world they intend to unravel are repeated in the model and remain mysteries.” In
other words, the main point of modeling is to rationalize the complexity of real life by
simplifying it. This applies just as much to the M&S we use to support defense

37 F.W. Lanchester was one of the pioneers of military operational research.
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experimentation as it does to M&S used in operational research or in “experiments
using constructive simulations.” We can therefore imply an axiom that M&S should be
as simple as possible while remaining adequate for the task in hand. This does not of
course mean that all M&S should be simple in an absolute sense; “as simple as
possible” will in some cases still be very complex: it just should not be over-complex.

The main manifestation of over-complexity in practice is more (or more complex)
internal relationships and interactions than are necessary for the model’s intended use.
This leads to:

1. more supporting data being required than is really necessary,
2. a greater requirement for validation and testing,

3. a greater chance that the analysts will not understand elements of the M&S or be able to
interpret the experiment’s results correctly,

4. a greater chance that the results of the experiment will be, at least in part, an artifact of the
M&S, and

5. a greater chance that unnecessary variability will be injected into the experiment, thereby
threatening experiment validity Requirement 2.

10.4 Validation

10.4.1 Taking a Balanced View

As already described, a common view in the past has been that more M&S fidelity than
actually required is fine, but less than required would be invalid. The argument
presented above is that the former is not always true, but what about the latter? Let us
postulate that for a particular experiment there is some acknowledged shortfall in the
fidelity of available (or perhaps affordable) M&S. The first point to note is that simply
acknowledging that fact is a good start. There are often non-M&S-based workarounds
that will mean that insufficiently detailed M&S can, in fact, be made acceptable. For
example, the addition of a human response cell that takes its input from the simulated
action, with clearly laid out rules governing their actions, could fill a gap in M&S
coverage. Also, earlier Principles in this document have described the various threats to
experiment validity and it must always be borne in mind that there is no such thing as a
perfect experiment. Therefore the modeling shortcomings might not actually be the
weakest link in the validity of the experiment as a whole, so it is essential to take a
balanced, holistic view of validity.

10.4.2 Validating M&S

There are many standard methods of validating and verifying models and simulations
and sometimes these can seem rather procedural. This document will not go into detail
about any one of them, but will instead cover some basic principles that should always
be borne in mind. Despite the arguments presented above about adequacy, fitness for
purpose and the importance of taking a holistic approach, the fact remains that models
and simulations are abstractions of the real world and therefore must be shown to be
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reasonable abstractions. In other words, the question we should be asking is: Is the
M&S a fair reflection of the real world, inasmuch as this matters for the
purpose of conducting my experiment? The arguments presented earlier suggest
that we should not overly concern ourselves with those potential shortfalls that don't
really matter to us (or at least are by no means the greatest threat to the validity of our
experiment). However, sooner or later we will need to address those aspects that really
are important to us. We therefore need to ask:

1. What are those aspects and how do | know one if | see one?
2. In the case of simulating future military operations, what does “real world” actually mean?

3. And, having established that, how do we confirm that our M&S is a reasonable reflection of the
real world?

These questions are now addressed in turn.

10.4.2.1 How do I Know What’s Important?

Sadly there are no hard and fast rules here; it's really a matter of judgment. However,
the best place to start is the hypotheses you are testing and the cause-and-effect
relationships you are trying to establish. Consider the case where a computer generated
forces (CGF) package is being used to support experimentation using human-in-the-
loop simulators. One experiment might be to determine if changing an ISTAR sensor
mix enables a HQ to become aware of more potential strike targets. In this case the
CGF would really just be creating a land battle backdrop to be viewed by virtual
airborne sensor simulators. Important aspects would be entity density, laydown
(disposition) of forces, and signatures. If GMTI radar was being considered, then the
ratio of moving-to-static vehicles would be important, and perhaps some subtleties
about how groups of vehicles move in formation: for example, in a bounding advance,
all of the vehicles in a platoon would never move together.

On the other hand, consider the same CGF being used to support an experiment using
human-in-the-loop simulators to compare new armored fighting vehicle (AFV) concepts.
Macro force laydown becomes much less important here, but micro-details of vehicle
formations and everything associated with direct fire engagement, previously almost
entirely irrelevant, now become predominant. This would include:

1. wvulnerability to different munitions, probably as a function of aspect angle;

2. movement characteristics over different types of terrain;

3. actions on contact;

4. target detection and identification capability related to those of the manned simulators; and

5. weapon effects.

Operational test and evaluation provides a well-tried and tested methodology for asking
the right kinds of questions and formulating expressions analogous to what the OT&E
community terms “critical operational issues” (COIs). COls, tailored to an experiment’s
hypotheses, draw attention to the nature of interactions between elements (systems,
processes, humans, efc.) of an experiment. For example, using a human-in-the-loop
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synthetic environment to support doctrine refinement for a new armed reconnaissance
helicopter (ARH) capability, might warrant a COIl along the lines of “Can the ARH be
threatened appropriately?” This COIl drives effort to ensure that the simulated
operational environment suitably stresses the ARH systems and crews. The OT&E
methodology advocates development of just a handful of critical issues (per
experiment), each of which creates the foundation for development of MoPs and MoEs
on which to base assessment of whether the issue has been satisfied (whether the M&S
representation is “fit for purpose”). For the same reason that it's not possible to fully
satisfy all four validity requirements in a single experiment, compromises for some COls
will often be necessary. This should not be seen as opening the door on criticism of the
form: “the experiment is therefore invalid”. It simply provides a basis on which to trace
outcomes that should be considered less reliable than others. So, by considering the
M&S requirements as they relate to the experiment in hand, it is possible to make
rational, and mostly objective, judgments about which areas of modeling do need to be
properly referenced to the real world. So far so good, but what is the real world
exactly?

10.4.2.2 What Is the Real World Exactly?

If we were in the business of re-creating historical battles, we could define the real
world quite well. We usually know about the equipments and the geographical areas in
some detail and if necessary could even re-create quite an accurate meteorological
picture. There has also been considerable research across the nations into human
effectiveness in combat and how it compares with exercises and range firings, and if
appropriate, the relevant degradation factors could be embodied into the CGF or
constructive elements of our M&S.

But what happens in the normal situation we find ourselves in, when we are
experimenting into possible futures? We can only rely on those enduring aspects of the
current or past worlds that can reasonably be extrapolated into the future. These are
mainly the laws of physics and any well understood human combat effectiveness norms
that exist. But even these are not sacrosanct. There is usually a trade-off to be made
between external validity (/e., reference to the real world) and internal validity. For
example, one may require a simulation that deliberately accelerates events (or at least
doesn’t deliberately slow them to established combat norms) so that sufficient action
can be got through in a limited experimental period (perhaps to obtain the required
sample of events for statistical analysis). Now, as long as it can be shown that such
acceleration will not affect, or bias, the results of the experiment (for example, by
inducing excessive workload), then such an approach could be entirely reasonable.

Returning to the earlier example of a CGF being used in concert with human-in-the-loop
AFV simulators, another interesting case-in-point is visual detection modeling in a CGF.
There are now various well-established methods of modeling visual target detection,
mostly based on sound empirical data. However, the visuals in a simulator might not be
sufficiently accurate to reflect these models particularly well. Obviously the ideal
solution would be to calibrate the simulator visuals carefully with the available empirical
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data. However, this would be a very expensive and analytically difficult thing to achieve
and may well be considered impractical. Therefore, in order to ensure a fair fight, it
may be more important for the CGF visual detection modeling to match the (partially
flawed) simulator visuals than to be the best-known reflection of the real world. The
underlying principle here is that all modeling or experimentation is an abstraction of the
real world and it is more important that the level of abstraction is consistent, rather
than elements of it being the best.

Another aspect of the real world is the definition of the future operational or equipment
concepts that are to be experimented with. In our abstract version of the real world we
must clearly represent these as intended by the designer. The representation of
operational concepts is normally best validated subjectively by the concept designers.
When doing that, clear visualization, so that the concept designers can clearly see what
is (and, equally, what is not) being represented in the M&S, is paramount. When
considering the validation of more tangible concepts, such as platforms or networks,
architectural frameworks (as described later in Section 10.6) are an excellent means of
describing concepts precisely and providing a baseline against which modeled
representations of them can be compared.

10.4.2.3 How do You Confirm that a M&S Reflects the Real World Adequately?

Even if one is fortunate enough to have a range of test data against which a model or
simulation can be compared, the key is to break the model or simulation down into
manageable chunks and compare their behavior with relevant real-world referents.
Some of these chunks may well be purely theoretical in nature (e.g., the radar range
equation) and so can be compared directly with results predicted by the underpinning
theory. Others, for example simulated combat, may benefit from correlational studies
between simulated combat outcomes and the combat outcomes of matched realistic
field training exercises. Still others, for example CGF behaviors, must be assessed by
appropriate military subject matter experts, although flexible and objective data analysis
and collection tools are becoming available to support them in this task. Thus we should
ensure that our M&S has both subjective and objective credibility in all-important
respects. Much of this credibility will be relevant to many different applications of the
M&S, and so it is essential to record all validation steps in some sort of logbook, so the
work does not have to be repeated unnecessarily. The drawback of logbooks, however,
is that they can lead the reader into a misconception that validity is an absolute
attribute, whereas, as has already been described, it can be strongly dependent upon
application.

10.5 M&S Definition

It is a key principle that the definition of the M&S to be used in an experiment should
be derived from the experimental design, and not the other way around. However,
rarely will practitioners have the luxury of completing their experimental design, then
moving through a user requirements definition process, and subsequently a system
requirements definition process in sequence. Usually a concurrent process is necessary,

TTCP GUIDEX 15-Feb-06 179



P10 Modeling and Simulation Considerations

with the processes beginning in the order given above. A spiral development process
can then take place, as shown in the diagram below.

Experiment Design

o 6 €3 62

Define User (or Experiment) Requirements

6o € € €I

Define System (M&S) Requirements

Figure 47 Cyclic-concurrent process from design to M&S requirements

The experimenter is usually limited by the range of M&S practically, or affordably,
available to him. Therefore, the development may actually be the development of a
federation rather than a specific model or simulation, with the aim of making the best
use of those simulations that are obtainable. Either way, development processes are
often rushed and it is not uncommon for some of the desired (or even required)
functionality to be missing by the time the M&S is needed for experimentation.
Therefore right from the outset, the experimenter should be prepared for M&S
federations to have some shortfalls and be prepared to implement workarounds to
cover them.

10.5.1 Recognized Methods

10.5.1.1 FEDEP

The US Defense Modeling and Simulation Office (DMSO) has developed the Federation
Development and Execution Process (FEDEP), which has transitioned into an IEEE
recommended practice (IEEE Standard 1516.3). The FEDEP is a detailed set of
processes to assist with the design, development and implementation of High Level
Architecture (HLA) federations. It deals in essence with application and problem
domains and begins with the definition of the federation objectives. From the
experimenter’'s viewpoint these are obviously directly related to the experimental
design.

The scope of the FEDEP is restricted in the following ways:

1. it does not cover the complete lifecycle of a SE, since it just focuses on the federation
development part;

2. the main emphasis of re-use is at the federate level, rather than at the federation and component
level; and

3. it is focused on the implementation of HLA federations and does not support other interoperable
technology, e.g., DIS.
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10.5.1.2 SEDEP

EUCLID (European Co-operation Long Term In Defence) RTP 11.13 was a major
European research initiative to improve and promote the utilization of Synthetic
Environments (SEs) in Europe. The aim of EUCLID RTP 11.13 is to overcome the
obstacles that prevent SEs being exploited in Europe by developing a SE Development
and Exploitation Process (SEDEP) and a SE Development Environment (SEDE) based on
an integrated set of commercial off-the-shelf (COTS) products and prototype software
tools. The objective of developing a process underpinned with a software toolsuite is to
reduce the cost and timescale of specifying, creating and utilizing SEs for defense based
applications, e.g., simulation-based acquisition and collective training. Another key
output of the program is a prototype “pan European” Repository that will provide a
basis for the management, storage and retrieval of information relevant to SE
development, execution and analysis activities.

The SEDEP provides extensions and enhancements to the original DMSO FEDEP to
satisfy the wider needs of the SE community, for example definition of “Steps”
dedicated to analyzing top-level user needs and evaluating results from SE experiments.
Some of these enhancements have contributed toward the evolution of the FEDEP into
the IEEE 1516.3 FEDEP Standard that was issued in March 2003. The purpose of the
SEDEP is to:

1. encourage use of SE technology to benefit different application domains;

2. provide guidance for developers and users to plan and perform the different activities necessary
to produce the required products and results;

3. promote good practice for developing SEs on time and within budget;
4. facilitate re-use of products (federation, federates, components) and results; and

5. establish a process that can be underpinned with a software toolsuite aimed at reducing the cost
and timescale of specifying, creating and utilizing SEs.

The SEDEP is relevant to all military or civil applications of SEs and covers all aspects of
its specification, development and operation. It is applicable to creating and utilizing
small SEs, involving a few networked simulations running on a Local Area Network
(LAN), through to large SEs, running on a Wide Area Network (WAN) across national
borders. Although the SEDEP uses terms from the High Level Architecture, e.g.,
“Federation”, the process can be tailored to support other interoperability technologies,
such as Distributed Interactive Simulation (DIS).

The long-term focus is for the SEDEP and FEDEP to merge into one process by taking
the best aspects from each process. The convergence process has already started since
the IEEE 1516.3 FEDEP Standa